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a b s t r a c t

Many fields of study, including medical imaging, granular physics, colloidal physics, and active matter,
require the precise identification and tracking of particle-like objects in images. While many algorithms
exist to track particles in diffuse conditions, these often performpoorlywhen particles are densely packed
together—as in, for example, solid-like systems of granular materials. Incorrect particle identification can
have significant effects on the calculation of physical quantities, which makes the development of more
precise and faster tracking algorithms a worthwhile endeavor. In this work, we present a new tracking
algorithm to identify particles in dense systems that is both highly accurate and fast. We demonstrate the
efficacy of our approach by analyzing images of dense, solid-state granular media, where we achieve an
identification error of 5% in theworst evaluated cases. Going further, we propose a parallelization strategy
for our algorithm using a GPU, which results in a speedup of up to 10× when compared to a sequential
CPU implementation in C and up to 40× when compared to the reference MATLAB library widely used
for particle tracking. Our results extend the capabilities of state-of-the-art particle tracking methods by
allowing fast, high-fidelity detection in dense media at high resolutions.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Extracting quantitative information from image data is at the
heart of scientific fields ranging from biology [1,2] to physics [3,4].
Often, the first step in image analysis is the identification of objects
of interest, i.e. ‘‘particles’’. As examples, one can look to the identi-
fication of stars in telescope images, the tracking of individual cells
in a biomedical experiment, or the tracking of grains of sand or
other media in table top physical systems. While many algorithms
exist to identify particles that are diffusely distributed throughout
an image, e.g. stars in a telescope image, there are few algorithms
that are able to reliably identify particles that are in close contact,
as would be encountered in a dense population of living cells or a
closely-packed colloidal system.

One particularly interesting case, which has been used to some
degree as a model system, is the tracking used to study the dy-
namics of confined, quasi-two-dimensional granular systems. The
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typical experimental setup consists of granular particles placed in
a shallow, enclosed container that is vibrated vertically. Measure-
ments are performed by taking images or videos with a camera
from above. Physically, this system is of interest because it under-
goes state phase transitions (e.g. liquid to solid) when energy is
injected into it during vibration [5,6]. The confined geometry has a
great advantage because it permits the observation of both individ-
ual trajectories and collective behavior, which enables one to study
both themicroscopic andmacroscopic dynamics. Computationally,
this system creates a complex and challenging tracking situation
because following particles through the phase transition requires
particle identification in both diffuse and dense conditions.

From a computational point of view, this kind of identification
and tracking analysis is performed with two main post-processing
strategies: (i) particle-image velocimetry (PIV) and (ii) particle
tracking (PT) [7]. PIV has the advantage that it is capable of ex-
tracting motion vector fields from images without requiring the
identification of each particle. This is achieved by looking at the
correlation of small windows of the field of view from one image
to the next. For computer vision, this kind of method corresponds
to the so called ‘‘optical flow’’ family of algorithms [7]. The main
disadvantage of PIV methods is that the information about in-
dividual particles is lost, thus statistical measurements such as
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Fig. 1. Comparison of PT segmentation. The two scenarios: sparse (upper row), and dense (lower row) of PT are shown using synthetic images. The input column shows
the granular media input image. Red dots show particle detection result for template free (column 2) and template based algorithm (column 3). Green dots show missing
particle for the template based algorithm. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

velocity profiles are only approximated [8,9]. On the other hand PT
methods have the advantage of extracting information at the single
object level, being a direct and more precise way to look at the
microscopic details [10]. However, PT has the disadvantages that
it comes at significant computational cost and fails in situations
where particles are so closely packed together that individuals are
difficult to detect.

This work proposes an automatic PTmethod that can handle in-
contact media as well as accelerate its performance by offloading
its most computationally-intensive tasks to a Graphics Process-
ing Unit (GPU). GPU computing is a useful tool for the field of
computational physics as it can produce up to an order of mag-
nitude of speedup on data-parallel problems when compared to
a CPU [11,12]. We illustrate the strategy used to accelerate the
algorithm with GPU computing and benchmark its effectiveness
through analysis of synthetic images that imitate the well-studied
yet computationally challenging physical system that was first
studied by Olafesn and Urbach [13]: quasi-two-dimensional grains
undergoing a phase transition from a diffuse-gas like state to a
dense solid-like state. This system serves as an ideal candidate
for this purpose as its transitions from a relatively easy tracking
problem in the gas state, where particles are fully separated, to
a nearly intractable one in the solid state, where particles clump
together to create large borderless units. For a review of the
physics behind this system see [14]. The proposed strategy allows
us to handle experiments that are dense, long in duration, and
recorded at high resolution all in a single computer. The paper
is organized by first presenting a review of common PT methods
in Section 2. Section 3 presents the new algorithm to handle in-
contact particles, and Section 4 presents the GPU implementation
of the proposed algorithm. Finally, in Section 5we detail the results
and in Section 6 we summarize the main findings.

2. Related work

Particle tracking problems have been extensively addressed in
the literature and are typically separated into three stages: seg-
mentation, correspondence, and parameter extraction [7]. The first
stage aims to identify the objects in the image, from simple dot-like
features to complex shapes. The correspondence stage attempts
to match identified objects from one frame (or set of frames) to
the next. At the end the set of identified trajectories are studied,
where the parameter extraction stage obtains descriptors such as

trajectory length, mean speed, directionality, and also domain-
specific descriptors such as mean squared displacement, bond-
orientational parameter, structure factor, velocity correlations and
so forth. In the two dimensional granular system we work with
here, correspondence is simple as data is obtained from controlled
conditions with regard to lighting and camera parameters, thus a
closest neighbor criterion has been reported as satisfactory [15].
For this reason, we focus our efforts on the segmentation stage,
which has a higher degree of difficulty.

In the case of the system we study, the segmentation stage is a
straightforwardprocess if objects are sparse andhavehigh contrast
and uniform shape, such as those shown in the upper row of Fig. 1.
This task becomes much more difficult in dense configurations,
e.g. as shown in the lower row of Fig. 1.Within this context, several
segmentation methods have been propose. These can be classified
in as those that involve a template model and those that do not,
which we detail in the following subsections.

2.1. Template Free PT methods (TFPT)

Perhaps the simplest strategies for performing image segmen-
tation are the template free PTmethods (TFPT), which are based on
the detection of local intensity maxima (or minima) of the image.
To illustrate the key idea, a practical realization of the algorithm is
shown in Fig. 1b, e. The procedure has 3 steps: filtering (Gaussian
filter with parameters σ = 2.5), a regional maximum operation
(imregionalmaxMATLAB function), and finally a step to reduce each
object found to a single location. By construction, the location of
a particle’s center is limited to a precision of 1 pixel. The main
drawback of this approach is that when particles are in-contact,
their centers are no longer local maxima/minima, as shown in
Fig. 1e. This causes most TFPT methods to systematically overde-
tect particles in high-density regions, as well as miss particles in
other regions.

For an image of N pixels TFPT methods have a computational
complexity of O(N), where N is the number of image pixels [16].
Thus, for a movie of T frames, the overall complexity is O(TN),
which makes the algorithm fast and suitable for parallel archi-
tectures. The main issue with TFPT methods is that they fail in
dense scenarios. The difficulty in these cases is that particles can
be in contact, thus there is no measurable decrease in the image
intensity between neighboring peaks. Another issue is that, due to
the lack of geometrical constraints, there is no built-in crosscheck
for the minimum spacing between particles, although this can be
added as a post-processing step.
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