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A B S T R A C T

Background: Breast cancer is the most prevalent cancer in women in most countries of the world. Many computer-
aided diagnostic methods have been proposed, but there are few studies on quantitative discovery of probabilistic
dependencies among breast cancer data features and identification of the contribution of each feature to breast
cancer diagnosis.
Methods: This study aims to fill this void by utilizing a Bayesian network (BN) modelling approach. A K2 learning
algorithm and statistical computation methods are used to construct BN structure and assess the obtained BN
model. The data used in this study were collected from a clinical ultrasound dataset derived from a Chinese local
hospital and a fine-needle aspiration cytology (FNAC) dataset from UCI machine learning repository.
Results: Our study suggested that, in terms of ultrasound data, cell shape is the most significant feature for breast
cancer diagnosis, and the resistance index presents a strong probabilistic dependency on blood signals. With
respect to FNAC data, bare nuclei are the most important discriminating feature of malignant and benign breast
tumours, and uniformity of both cell size and cell shape are tightly interdependent.
Contributions: The BN modelling approach can support clinicians in making diagnostic decisions based on the
significant features identified by the model, especially when some other features are missing for specific patients.
The approach is also applicable to other healthcare data analytics and data modelling for disease diagnosis.

1. Introduction

Breast cancer is the most prevalent cancer in women around the
world. It has been reported that approximately 1.3 million women
worldwide have been diagnosed with breast cancer since 2011, and
approximately 465,000 women die from breast cancer each year [1]. In
China, 214,360 women had died from breast cancer by 2008. It has been
estimated that the number of Chinese women with breast cancer will

reach 2.5 million by 2021 [2]. According to a report published by the
Chinese National Cancer Centre in 2017, breast cancer is the most
common cancer in Chinese women. Following lung, stomach, liver,
oesophageal and colorectal cancers, breast cancer is the sixth largest
killer in small- and medium-sized cities, with a mortality rate of 8.44%
and 9.59%, respectively, while the mortality rate from breast cancer in
large-sized cities is 12.78%, making it the fifth most common cause of
death among all cancer types in Chinese women [3]. Due to the rapid
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increase in the number of breast cancer patients, early identification of
women at risk of developing breast cancer is currently an international
priority [4].

In order to improve diagnostic accuracy and help domain experts to
make more effective decisions, many computer-aided diagnosis (CAD)
systems have been developed [5–7]. They provide new computational
algorithms combined with domain knowledge to support clinical diag-
nosis. Zeng et al. [8–10] proposed different nonlinear state-space models
for lateral flow immunoassay, which have been commonly used in clin-
ical diagnosis. In clinical medicine, breast cancer could also be diagnosed
via several different techniques, such as ultrasound, fine-needle aspira-
tion cytology (FNAC) and magnetic resonance imaging (MRI) scanning.

Other CAD algorithms in [11–14] were also proposed to detect breast
cancer. For example, Eltoukhy et al. [12] proposed a feature extraction
method based on a statistical t-test for breast cancer diagnosis from a
digital mammogram. They used wavelet and curvelet methods to trans-
form digital mammography data into vector coefficients and then
employed a support vector machine (SVM) algorithm for breast cancer
diagnosis. As a result, the highest diagnostic accuracy based on wavelet
and curvelet coefficients was 96.56% with 1238 features and 97.30%
with 5663 features [12].

As a well-established probabilistic classifier, Bayesian network (BN)
analysis has been used widely for data analytics and data modelling in
many healthcare area, such as psychotic depression [15], Alzheimer's
disease [16], heart disease [17] and social anxiety [18] as well as breast
cancer. Wang et al. [19] proposed a three-layer BN for earlier diagnosis of
breast cancer. They assessed the performance of the BNs constructed
based on non-imaging features, imaging features and both. They found
that the BN built on both imaging and non-imaging features performed
well and that imaging features dominated BN performance. In 2007,
Nicandro et al. [20] evaluated the performances of seven BN classifiers
(i.e. Naïve Bayes classifier, Bayes-N, MP-Bayes, Greedy,
MP-Bayesþ Greedy, PC which is a procedure contained the Tetrad, and a
CBL2 algorithm in Power Constructor, which is a software package
containing CBL1 and CBL2 algorithms) for breast cancer diagnosis based
on fine-needle aspiration from a breast lesion collected by a single
observer and multiple observers. They found that the classifiers learnt
from different data performed differently, which indicated that the ob-
servations would impact the breast cancer diagnostic result. Further-
more, in 2009 [21], Nicandro and his team made use of two decision
trees and four different BNs for breast cancer diagnosis. Their study
discovered interobserver variability in breast cancer cytodiagnosis,
indicating that different observers would focus on different perspectives
while making a diagnostic decision. Kalet et al. [22] designed a Bayesian
model to detect a misdiagnosis made at the initial diagnostic stage of a
disease such as lung, brain or female breast cancer. The BN model they
designed produced a better AUC (0.98) than a decision made by clinical
experts (0.90).

Additionally, BN was also used in other studies of breast cancer, such
as risk factor estimation [23], and causal interaction detection [24].
Nicandro et al. [25] employed a score-based BN approach to estimate the
power of thermography for breast cancer diagnosis. The BNs were
learned using Naïve Bayes, hill-climber and repeated hill-climber algo-
rithms with a minimum description length (MDL) metric. The BN learned
by a repeated hill-climber algorithm provided the best accuracy for both
cancer and non-cancer diagnosis (75.50 ± 6.99%) and sensitivity of
cancer diagnosis (94%). Furthermore, their obtained BN identified five
important features for breast cancer diagnosis: 1C (hottest point in only
one breast), f unique (total number of hottest points), thermovascular
network (number of veins with the highest temperature), curve pattern
and asymmetry (temperature difference between the right and
left breasts).

Although a BN modelling approach has been used for breast cancer
diagnosis, a report on quantitative analysis among different breast cancer
features, which is critically important for clinical decision making, is
lacking. As a result, some researchers might ignore the relationships

between different features, which may lead to a high misdiagnosis rate
[19,26]. A clearly explained BN in a medical area can increase the un-
derstanding of disease pathology and provide valuable decision-making
assistance to domain experts. This paper employed a BN modelling
approach to discover the probabilistic relationships between different
data features of breast cancer. We also analysed the contribution of each
feature to breast cancer diagnosis. The data were focused on ultrasound
and FNAC examinations obtained from The First Affiliated Hospital of
Fujian Medical University, China and the Breast Cancer Wisconsin
Dataset (BCWD) of the UCI machine learning repository [27].

BN modelling can be deconstructed into two sub-processes: structure
learning and parameter learning. In this study, a K2 learning algorithm
[28] with an MDL score metric was used to learn the BN structure. Our
reasons for using a K2 algorithm were the following: 1) K2 is the most
commonly used algorithm for BN structure learning [29], 2) K2 is rela-
tively easy to implement [29], 3) K2 only needs to consider a subset of a
directed acyclic graph (DAG) and can quickly find the variable with the
local maximal score [30] and 4) a K2 algorithm makes good use of ex-
perts' knowledge to learn the BN structure.

The contributions of this study are 1) we discovered the most
important features which can provide uninitiated observers and doctors
objective and quantitative guidance to focus on specific features for early
breast cancer diagnosis. 2) We analysed the probabilistic dependencies
among different data features and identified the strength of the de-
pendency, which can assist the domain experts in making a quantitatively
accurate diagnosis, even using fewer available features. A focus on
different features by different observers [21] may cause them to miss
some important features, which can significantly influence diagnostic
results. The above two contributions are helpful in decreasing the
misdiagnosis rate. 3) Our study showed a potential translational appli-
cation of the BN modelling approach to the breast cancer care pathway.

The remainder of this paper is organized as follows. Section 2 pro-
vides the basic theory of BN in detail, as well as a brief introduction about
the technique of BN visualization. Section 3 presents the experimental
results based on two real-world datasets. Section 4 discusses the results
and evaluates the BN modelling approach in comparison with other
methods. Finally, Section 5 concludes this paper and discusses potential
extensions of the method in future work.

2. Methods and materials

Numerous approaches have been developed to support breast cancer
diagnosis. BN analysis has been used widely to improve diagnostic ac-
curacy and to discover probabilistic relationships among features and the
influence of joint probability distribution inference.

2.1. Bayesian network

A BN represents a domain which explicitly provides a set of variables
belonging to a specific domain and visualizes the relationships between
the variables [31]. It can successfully represent uncertain knowledge in
various fields [30]. A BN is usually represented using a DAG, where V
denotes a set of nodes made up by a set of variables, and E denotes a set of
edges between the nodes in V. No cycles are present in the DAG [32].
Each edge is directly linked from one node to another, and it indicates
that the corresponding two nodes are mutually dependent. Otherwise,
nodes are independent if there is no link between them.

Consider a given dataset D containing a set of variables
X ¼ fX1;X2; :::;Xng, the joint probability distribution on X, pðX1; :::;XnÞ ,
is defined as

pðX1; :::;XnÞ ¼
Yn

i¼1

pðXijπiÞ (1)

where πi is the set of parents of Xi.
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