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Abstract

Feature selection is a significant part of many machine learning applications dealing with small-sample and high-dimensional
data. Choosing the most important features is an essential step for knowledge discovery in many areas of biomedical informatics.
The increased popularity of feature selection methods and their frequent utilisation raise challenging new questions about the
interpretability and stability of feature selection techniques. In this study, we compared the behaviour of ten state-of-the-art filter
methods for feature selection in terms of their stability, similarity, and influence on prediction performance. All of the experiments
were conducted on eight two-class datasets from biomedical areas. While entropy-based feature selection appears to be the most
stable, the feature selection techniques yielding the highest prediction performance are minimum redundance maximum relevance
method and feature selection based on Bhattacharyya distance. In general, univariate feature selection techniques perform similarly
to or even better than more complex multivariate feature selection techniques with high-dimensional datasets. However, with more
complex and smaller datasets multivariate methods slightly outperform univariate techniques.
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1. Introduction

Classification tasks in which the number of features is much
larger than the number of subjects are becoming more and more
abundant in many research areas. High dimensional datasets
frequently occur in text processing, combinatorial chemistry or
bioinformatics. These datasets can contain tens of thousands of
features while having available only hundreds (or usually less
than hundred) samples. High dimensionality can negatively im-
pact the performance of classifier by increasing risk of over-
fitting and prolonging the computational time. Moreover, there
are the applications where one’s intention is to identify a small
group of features that may be descriptive for some phenomenon
or may shed the light on some underlaying process.

There are two approaches to reduce the dimensionality of
dataset: feature extraction and feature selection [1], [2], [3].
In case of the feature extraction, the new basis is chosen for
the data and new features are derived from the original input.
On the other hand, the main goal of the feature selection tech-
niques is to reduce effects of high dimensionality on dataset and
to find a subset of features from the entire feature set that can ef-
ficiently describe the data. Reducing the dimensionality of data
helps to avoid the effects of the curse of dimensionality [4] that
seriously degrades the ability of learning algorithms to develop
robust models. As the reduced subset is usually significantly
smaller than the set of the input features, the computation time
of subsequent analysis is greatly reduced. In this study, we will
focus only on feature selection.
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When facing the issue of choosing a feature selection (FS)
algorithm for some machine learning problem, the usual ap-
proach is first to try the simple univariate techniques and if these
do not provide desired result move on and try more complex FS
methods. In fact, there is no procedure or systematic approach
for choosing the most suitable FS method for particular prob-
lem. The increasing number of FS techniques that are indeed
very effective and sophisticated makes the problem of selecting
the most suitable FS even more apparent [5], [6], [7]. The only
available guidelines are previous experiences and comparative
studies from literature [8], [9]. When evaluating the suitability
of FS method we are concerned with two aspects: (i) stabil-
ity of FS i.e. how the output of FS algorithm changes when
the data change [10] and (ii) how efficiently data are described
by the selected subset of features, i.e. what is the influence
on prediction accuracy. The motivation for evaluating stability
comes from the domain experts requiring a small set of dis-
criminatory features that are robust to variations in the training
dataset [10], [11].

There are several studies comparing FS techniques from dif-
ferent aspects, however the literature on the subject is rather
limited. The first study introducing the term stability of FS
that also evaluated stability of five FS methods was done by
Kalousis in [10]. Similarly, Molous et al. [12] evaluated stabil-
ity of five univariate FS techniques. These studies focus mainly
on univariate methods and do not analyze new and more ad-
vanced techniques. A deeper analysis of the performance of
feature selection in high-dimensional setting with focus on sta-
bility was provided by [13], however, here the authors again
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