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a b s t r a c t

Since the fast development of genome sequencing has produced large scale data, the current work uses
the bioinformatics methods to recognize different gene regions, such as exon, intron and promoter,
which play an important role in gene regulations. In this paper, we introduce a new method based on the
maximum entropy Markov model (MEMM) to recognize the promoter, which utilizes the biological
features of the promoter for the condition. However, it leads to a high false positive rate (FPR). In order to
reduce the FPR, we provide another new method based on the maximum entropy hidden Markov model
(ME-HMM) without the independence assumption, which could also accommodate the biological
features effectively. To demonstrate the precision, the new methods are implemented by R language
and the hidden Markov model (HMM) is introduced for comparison. The experimental results show that
the new methods may not only overcome the shortcomings of HMM, but also have their own
advantages. The results indicate that, MEMM is excellent for identifying the conserved signals, and
ME-HMM can demonstrably improve the true positive rate.

& 2014 Elsevier Ltd.. All rights reserved.

1. Introduction

With the completion of human genome sequencing, one of the
challenges in bioinformatics is to reconstruct gene regulatory
networks. As a foundation of transcription regulation research,
promoter recognition developed rapidly because of its low cost,
wide application, reliable results and high efficiency.

At present, there are two kinds of promoter recognition method:
the content-based method [1] and the signal-based method [2].
The content-based method is a data mining method according to
different base preferences on DNA, which is suitable for the unknown
sequences. For example, the hidden Markov model (HMM) [3,4]
introduced by Pedersen and colleagues [5] is a content-based method.
This method has been applied with success to recognize the promoter
sequences. Its main idea is to mine the internal statistics rules of
sequence by the ordinary discrete-time finite Markov chain. Content-
based methods often bring some signal noise and ignore the biological
features, which play an important role in promoter recognition. Signal-
based methods overcome the shortages above and extract features

from the local consensus regions and binding sites, such as TATA box,
initiator regions, upstream activating elements, and downstream
promoter elements. It is a powerful tool for dealing with promoters
and suitable for the sequences whose biological features are given.
Although the signal-based method has its own advantages, it also has
some limitations. The signal-based method may lead to a high false
positive rate (FPR). Utilizing the biological features effectively and at
the same time reducing the FPR have become the challenge in
promoter recognition research.

In order to overcome the above shortages and improve the
recognition performance constantly, we introduce a new signal-
based method to recognize promoters based on maximum entropy
Markov model (MEMM), which was introduced by McCallum and
colleagues [6] in 2000. The new method allows for limited sequences,
which are difficult to enumerate, and can effectively recognize the
promoters by biological features.

Furthermore, in order to reduce the FPR of signal-based methods,
another new method is introduced based on the maximum entropy
hidden Markov model (ME-HMM), which is not only the signal-based
but also the content-based method. ME-HMM is a model developed
from HMM and MEMM by Lin and colleagues [7] in 2005 in the field
of text information extraction, and utilized by Sangwan and Hansen
[8] in the field of speech recognition in 2009. In the next section,
we will elaborate the details of the new method.

Both of the two methods above are applied in the field of
promoter recognition for the first time. We implement the new
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methods with R language and take the HMM method as a
comparison. The experimental results indicate that the sensitivity
and specificity of ME-HMM methods are both up to 100%, and the
performance of these new methods is much better than that of the
popular content-based HMM method.

2. Methods

This section includes two parts. In the first part, we introduce
the general definition of MEMM, and present the particular
procedure of promoter recognition based on the MEMM method.
In the second, we give a summary definition of ME-HMM, and
provide the promoter recognition based on the ME-HMM method.

2.1. MEMM

The MEMM combines the advantages of the maximum entropy
model (MEM) and Markov Model, using a combination of condi-
tional probability Pyi ðyjjxjÞ instead of the maximum entropy
condition probability PðyjjxjÞ in MEM and state transition prob-
ability aij ¼ PðyjjyiÞ in the Markov model:

Pyi ðyjjxjÞ ¼ Pðyjjyi; xjÞ ¼ Pðqt ¼ yjjqt�1 ¼ yi; ot ¼ xjÞ ð1Þ

The joint conditional probability Pyi ðyjjxjÞ means that the
current state is yj when its previous state is yi and the current
observation is xj. Every Pyi ðyjjxjÞ is an exponential model satisfying
Markov properties.

2.1.1. Promoter recognition based on MEMM
First, we need to establish the model of DNA. If the length of a

DNA sequence is N, the model can be built as follows:

1. Observation state value is

xiAX ¼ A; T ;G;C; NX ¼ 4; i¼ 1;2;⋯;Nx

2. Time sequence of observation state is

O¼ o1; o2;⋯; oT ; in which ot ¼ xi; t ¼ 1;2;…; T ;

3. Implicit state set is

yiAY ¼ Start;m1;m2;…;mN ; i0; i1;…; iN ; d1; d2;…; dN ;
End; NY ¼ 3Nþ3; i¼ 1;2;⋯;NY ;

which includes one start state, N main states (m), Nþ1
insert states (i), N delete states (d) and one end state; NY is
the total length of state Y.

4. Time sequence of implicit state is Q ¼ q1q2…qT , in which
qt¼yi. Sequence Q can be shown by the state transition
diagram in Fig. 1.
The chart shows how the state transits from the current
state to the next state, assuming that the current state is the

start state and the next state should be the main state. If no
match, the main state may be removed and the next state
is the delete state. Otherwise, an insert state may exist
between the start state and the main state.
Second, we suppose that for all state values yiAY , an
observation value exists xiAX in a period of observation
sequence OiAO, which is named the feature sequence.

Then we can define the feature function as follows:

f iðx; yÞ ¼
1; x¼Oiy¼ yi
0 otherwise

�
ð2Þ

which means that if the observation sequence is a feature
sequence Qi and the state value is yi, then the value of the feature
function is 1. Otherwise, the value is 0.

Last but not least, we bring in a series of feature functions
f a; a¼ 1;2;…; k, in which a is the number of feature functions, and
k the number of features and then import the weight parameters
λa for each fa.

We can then recognize the promoter based on the MEMM as
follows:

Step 1. Feature selection: First, analyse the signal features which
are commonly used; second, establish feature templates based on
the feature function; finally, select features based on the frequency
selection method.

Step 2. Parameter training: Estimate parameters Pyi ðyjjxjÞ and λa
by the generalized iterative scaling (GIS) algorithm.

Step 3. Threshold training: Calculate the scores of the training
datasets using the GISmemm.R program, which implements the
GIS algorithm and the MEMM-forward algorithm together. Then
compute the threshold from the box plot of scores PðOjλÞ.

Step 4. Recognition: Calculate the scores of the test datasets by
the MEMM-forward algorithm, and compare it with the threshold
to identify the promoters.

Above all, the flowchart of promoter recognition based on
MEMM is shown in Fig. 2.

The diamond in Fig. 2 represents the logic judge module. If the
condition PðOjλÞ4threshold is satisfied, the sequence can be
recognized as a promoter, otherwise not.

2.1.2. Feature selection
It is important to extract the correct features to evaluate the

particular datasets, because the selection of features directly
influences the performance of the MEMM methods. However,
it is a hard work to choose an available feature. In this section, we
introduce an easier way to select suitable features for the dataset.

First, we need to know that promoters contain various combi-
nations of binding sites, but only parts of the transcription factor
binding sites are useful for modelling. In order to reduce the time
complexity of feature extraction, we select three important tran-
scription factor binding sites: TATA box, GC box, and CAAT box,
which commonly exist in eukaryotic promoters.
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132Fig. 1. State transition diagram of implicit state sequence.
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