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a b s t r a c t

This paper develops a new method for comparing numerical variables defined in a region. This method
covers numerical variables defined over a two-dimensional space, such as temperature and humidity dis-
tributions, as well as those defined on a discrete space such as the height of trees and the age of buildings.
To evaluate the difference between two variables, this method considers three types of transformations
that convert one variable so that it fits the other as well as possible. The result gives a basis for the sep-
arate evaluation of spatial and aspatial differences between the variables. The transformations also per-
mit us to describe the spatial difference in more detail. To test the validity of the method, this paper
applies it to an analysis of three spatial datasets of different sizes. The result shows that the proposed
method is effective for evaluating and visualizing the difference between numerical variables.

� 2013 Elsevier Ltd. All rights reserved.

1. Introduction

This paper proposes a method for comparing numerical vari-
ables defined in a region. Temperature, humidity, and the density
of carbon dioxide are represented as numerical variables defined
continuously over a two-dimensional space. Population counts
and population density are also variables defined by two-dimen-
sional space, though not as smoothly as temperature distribution
because they are often calculated by aggregating point data in spa-
tial units. Traffic flow is a numerical variable defined by network
space. The height of trees, the age of buildings, and the annual sales
of supermarkets are numerical variables defined by discrete space.

There are several ways to compare these numerical variables.
One method is to employ general statistical measures. Correlation
coefficients, both rank and product-moment, tell us whether two
variables are correlated to each other. The Kullback–Leibler diver-
gence (Kullback, 1959; Kullback & Leibler, 1951) is also useful to
compare positive variables. If variables are defined by discrete
space, we can use the v2 test to evaluate the difference between
the variables from a statistical perspective.

Unfortunately, however, the above statistical measures do not
recognize differences in a given spatial dimension (Haining,
1991; Hubert, Golledge, Constanzo, & Gale, 1985; Lee, 2001). There
are two prominent groups of methods in the literature that incor-
porate the spatial aspect explicitly.

One group extends Pearson’s correlation coefficient to consider
the correlation between variables and their spatial autocorrelation
simultaneously. Some of the methods employ Moran’s I to evaluate
the spatial autocorrelation (Lee, 2001; Stephane, Sonia, & Francois,

2008; Wartenberg, 1985), while others develop new measures of
spatial autocorrelation (Haining, 1991; Hubert et al., 1985;
Tjøstheim, 1978).

Another class of methods uses the earth mover’s distance (Pe-
leg, Werman, & Rom, 1989; Rubner, Tomasi, & Guibas, 2000; Zhao,
Yang, & Tao, 2010). These methods consider the turning of a pile of
dirt into another form with the least cost. This process is formu-
lated as a transportation problem, and the solution is used as a
measure of the difference between two variables. Although the
earth mover’s distance is primarily used in image processing, it is
also useful in spatial analysis.

The above existing methods are employed to compare numeri-
cal variables defined by discrete space. Consequently, they are not
directly applicable to the analysis of numerical variables defined by
continuous space. In addition, the above methods implicitly as-
sume variables with the same total volume. When the volume is
different, they divide each variable by its total volume. Though
such a standardization permits us to focus on the spatial difference
between variables, it conceals the aspatial difference that exists in
the original variables. Standardization prevents us from separating
the differences in spatial and aspatial dimensions.

There are several papers that discuss the separation of spatial
and aspatial factors, but their focus is not on the comparison of
numerical variables. Pontius (2000, 2002) and Pontius and Mill-
ones (2011) propose statistical measures for comparing categorical
variables. Assuming a stochastic process, these measures evaluate
the degree to which the observed number and location of each cat-
egory differ from the expected ones. Wong (2011) proposes a new
framework that considers the spatial and attribute dimensions
separately when measuring the spatial autocorrelation. The sepa-
ration of spatial and aspatial factors permits us to deepen our
understanding of the structure of spatial phenomena. Following
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the line of these papers, this paper aims to evaluate the difference
between numerical variables separately in spatial and aspatial
dimensions.

Section 2 proposes several measures for evaluating the differ-
ence between numerical variables. It also discusses an extension
of the measures to treat the difference between categorical vari-
ables. Section 3 applies the proposed approaches to an analysis
of three datasets of different sizes in order to demonstrate the
effectiveness of the method used in exploratory spatial analysis.
Section 4 summarizes the conclusions with discussion.

2. Method

This paper discusses the comparison of numerical variables de-
fined over a two-dimensional continuous space and those defined
on a discrete space. We first discuss the latter and then proceed to
the former.

Suppose n regions R = {R1,R2, . . .,Rn} (N = {1,2, . . .,n}) in each of
which two sets of numerical variables U = {u1,u2, . . .,un} and
V = {v1,v2, . . .,vn} are defined. The location of Rk is indicated by that
of its representative point denoted by zk.

2.1. Separation of the differences between variables

A simple method of comparing two variables is to sum up the
difference between the variables in every region. We call this the
overall difference given by

DOðU;VÞ ¼
X
i2N

jui � v ij: ð1Þ

Though this measure is easy to calculate and understand, it does not
recognize the spatial difference between variables as general statis-
tical measures. In Fig. 1, for instance, variables U, V11 and V12 have
the same configuration of values, which results in DO(U, V11) = DO(-
U, V12). Their spatial distribution, however, is different in that both
U and V12 have a peak in the top row whereas the peak of V11 is at
the lower-right corner. The measure DO does not recognize this dif-
ference, as it neglects the spatial dimension.

To resolve the problem, we consider three types of transforma-
tions: (1) rearrangement, (2) moving, and (3) addition/deletion.
We apply a transformation to U so that it fits V as well as possible.
This permits us to evaluate the difference between U and V in the
spatial dimension.

2.1.1. Rearrangement transformation
Rearrangement transformation changes the location of U values

so that its spatial distribution is similar to that of V as closely as
possible. To this end, it relocates U values in the way that the rank
of U coincides with that of V in every cell. Let r(ui) be the function
indicating the rank of ui in U. Rearrangement is represented by a
binary function defined by:

qijðU;VÞ ¼
1 if rðuiÞ ¼ rðv jÞ
0 otherwise

�
: ð2Þ

Rearrangement transformation reduces the difference between U
and V to

DRðU;VÞ ¼
X
i2N

X
j2N

qijðU;VÞjui � v jj ð3Þ

This indicates the summation of the absolute difference of elements
between U and V of the same rank. We call the difference between
DO(U,V) and DR(U,V) the location difference:

dLðU;VÞ ¼ DOðU;VÞ � DRðU;VÞ

¼
X
i2N

jui � v ij �
X
j2N

qijðU;VÞjui � v jj
 !

ð4Þ

The location difference estimates the difference in the location of
values of two variables, ranging from 0 to DO(U,V). If all the ele-
ments of U are identical to those of V, the rearrangement transfor-
mation can completely resolve the difference between U and V. In
Fig. 1, for instance, we can transform U into V11 or V12 by only
changing the location of values. In such a case, the location differ-
ence reaches its maximum.

The rearrangement transformation, on the other hand, com-
pletely fails in two circumstances. One is the case when

rðuiÞ ¼ rðv iÞ 8i 2 N ð5Þ

holds as shown in V13 and V14 in Fig. 1. The other is when

ui 6 v i 8i 2 N; ð6Þ

or

ui P v i 8i 2 N ð7Þ

holds as shown in V23 and V24 in Fig. 1. In both cases we have

DOðU;VÞ ¼ DRðU;VÞ: ð8Þ
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1 20 14

10 4 8

3 4 9

14 16 11

5 12 26
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8 6 10

1 2 4
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14 12 8
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25 18 12

14 11 7

10 2 1
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V23 V24

21 18 14

16 11 5

8 4 3

23 24 15

35 16 19

13 28 17

2 17 4

14 6 5

8 3 1

V33 V34

25 6 15

10 14 4

12 2 21

31 26 24

19 11 5

7 2 1

Fig. 1. The distributions of U and V.
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