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Abstract

An approach for using lasso (Least Absolute Shrinkage and Selection Operator) regression in cre-
ating sparse 3D models of soil properties for spatial prediction at multiple depths is presented.
Modeling soil properties in 3D benefits from interactions of spatial predictors with soil depth and
its polynomial expansion, which yields a large number of model variables (and corresponding
model parameters). Lasso is able to perform variable selection, hence reducing the number of
model parameters and making the model more easily interpretable. This also prevents overfitting,
which makes the model more accurate. The presented approach was tested using four variable
selection approaches — none, stepwise, lasso and hierarchical lasso, on four kinds of models —
standard linear model, linear model with polynomial expansion of depth, linear model with inter-
actions of covariates with depth and linear model with interactions of covariates with depth and its
polynomial expansion. This framework was used to predict Soil Organic Carbon (SOC) in three
contrasting study areas: Bor (Serbia), Edgeroi (Australia) and the Netherlands. Results show that
lasso yields substantial improvements in accuracy over standard and stepwise regression — up to
50 % of total variance. It yields models which contain up to five times less nonzero parameters

than the full models and that are usually more sparse than models obtained by stepwise regres-
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