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Abstract

This study examines thefectiveness of state-of-the-art supervised machine legmiethods in conjunction with dierent feature
types for the task of automatic annotation of fragments miicdl text based on codebooks with a large number of caiegor
We used a collection of motivational interview transcriptssisting of 11,353 utterances, which were manually atadtby
two human coders as the gold standard, and experimentedtatdrof-art classifiers, including Naive Bayes, J48 EleniTree,
Support Vector Machine (SVM), Random Forest (RF), AdaBdditcL DA, Conditional Random Fields (CRF) and Convolutibn
Neural Network (CNN) in conjunction with lexical, contesli(label of the previous utterance) and semantic (distidbwf words
in the utterance across the Linguistic Inquiry and Word Qadiationaries) features. We found out that, when the nunaber
classes is large, the performance of the CNN and CRFs isianfer SVM. When only lexical features were used, interview
transcripts were automatically annotated by SVM with ttghbit classification accuracy among all classifiers of 70&8% and
53.7% based on the codebooks consisting of 17, 20 and 41 ,aedeectively. Using contextual and semantic featurewedisas
their combination, in addition to lexical ones improved #ueuracy of SVM for annotation of utterances in motivationgerview
transcripts with a codebook consisting of 17 classes to%8,178.2%, and 75.1%, respectively. Our results demongtragotential
of using machine learning methods in conjunction with lekisemantic and contextual features for automatic anootaf clinical
interview transcripts with near-human accuracy.
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1. Introduction which is a tedious, costly and time-consuming process. Fur-

_ _ o ) thermore, manual annotation increases the likelihood rairer
Annotation (orlabeling) of fragments of clinical text wite ) ] . ) o
i ) ] _ due to coder fatigue and bias associated with human subjecti
codes from a predefined codebook is an integral part of gualit ] N .
. ) o ity. To automate tedious cognitive tasks, such as clastiita
tive research. It can also be viewed as a classification tfiaé¢x _ ) ) ) o
) ] _ supervised machine learning methods (including integiret
fragments into a predefined number of classes (or cateories
N ) ones [1]) have been recently proposed. Although these rdstho
It has been traditionally performed manually by trainedersd ] .
have been shown to be successful at binary (two-class)iclass

fication [2 .g. classifying textual fragmen n
*Corresponding author: Alexander Kotov, Department of Coi@ip Sci- catio [ ! 3] (e g. classilying textual fragments as alior

ence, Wayne State University, 5057 Woodward Ave Suite 14)@etroit, Ml opinionated), we are not aware of any prior studies thateval
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