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27The rapidly increasing volume of clinical information captured in Electronic Health Records (EHRs) has
28led to the application of increasingly sophisticated models for purposes such as disease subtype discovery
29and predictive modeling. However, increasing adoption of EHRs implies that in the near future, much of
30the data available for such purposes will be from a time period during which both the practice of med-
31icine and the clinical use of EHRs are in flux due to historic changes in both technology and incentives. In
32this work, we explore the implications of this phenomenon, called non-stationarity, on predictive model-
33ing. We focus on the problem of predicting delayed wound healing using data available in the EHR during
34the first week of care in outpatient wound care centers, using a large dataset covering over 150,000 indi-
35vidual wounds and 59,958 patients seen over a period of four years. We manipulate the degree of non-
36stationarity seen by the model development process by changing the way data is split into training and
37test sets. We demonstrate that non-stationarity can lead to quite different conclusions regarding the rel-
38ative merits of different models with respect to predictive power and calibration of their posterior prob-
39abilities. Under the non-stationarity exhibited in this dataset, the performance advantage of complex
40methods such as stacking relative to the best simple classifier disappears. Ignoring non-stationarity
41can thus lead to sub-optimal model selection in this task.
42� 2015 Published by Elsevier Inc.
43

44

45

46 1. Introduction

47 The rapid adoption of Electronic Health Records (EHRs) is a key
48 enabler of the learning healthcare system [1–5]. One effect of EHR
49 adoption is to vastly increase the amount of data available for tasks
50 such as predictive modeling of clinical outcomes. This increase in
51 data enables developers of such models to employ increasingly
52 sophisticated models to improve performance without overfitting.
53 For example, recent work has applied tensor factorization to dis-
54 cover latent disease subtypes [6]. Such models are a far cry from
55 the logistic regression models that have long been a mainstay of
56 clinical research, and have the potential to transform clinical care.
57 However, the observational nature of EHR derived data raises sev-
58 eral practical issues in the development of such models [7–9]. EHR
59 data may be incorrect and incomplete, and the majority of such
60 data is collected primarily for billing purposes. Furthermore, some
61 medical interventions could lower the risk of a particular outcome
62 of interest and the popularity of these medical interventions can
63 change over time as practices change. These factors can affect
64 models that treat labels as unchanging truths. Failure to take these

65issues into account in the development and deployment of these
66models could lead to high profile failures that could ultimately
67delay the learning healthcare system [10,11].
68In this paper, we note that EHRs typically have repeated obser-
69vations of a constantly evolving set of patients. Furthermore, we
70note that the health care system in the United States is currently,
71and for the foreseeable future, in a state of flux, with new systems
72being adopted and clinical practice evolving at a rapid pace as
73incentives change. Indeed, we note that this situation is in fact
74an explicit goal of the learning health care system [1,5]. In the
75spirit of Walsh and Hripcsak [12], which examined the effect of
76data source, cohort selection and prediction target on the perfor-
77mance of a logistic regression model of hospital readmissions, we
78explore the effects these changes have on predictive modeling
79using EHR data.
80We focus on the development of a predictive model for delayed
81wound healing using a dataset previously described in Jung et al.
82[13], which described the development of a predictive model for
83delayed wound healing and its potential clinical utility. The dataset
84consists of wound and patient data collected over the course of
85care at outpatient wound care centers operated by Healogics Inc.
86between 2009 and 2013. In this setting, patients are seen on a
87weekly basis to monitor the progress of wound healing and adjust
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88 care as appropriate. Quantitative and categorical descriptions of
89 wounds are entered into an EHR during each such assessment.
90 The objective of the model is to predict whether or not a given
91 wound will be an outlier with respect to how long it takes to fully
92 heal, given only information collected during the first and second
93 wound assessments. The threshold for delayed wound healing
94 was set to fifteen weeks based on the observations of clinical
95 experts at Healogics. Given accurate prognostic information, it is
96 possible to triage patients for additional care such as additional
97 monitoring and at-home care, hyperbaric oxygen therapy (HBOT),
98 and negative pressure wound therapy (NPWT). Thus an accurate
99 prediction has the potential to change the course of clinical

100 treatment.
101 Non-stationarity is broadly defined as occurring when the data
102 generating process being modeled changes over time. In this study,
103 the data generating process is the routine care of wounds, as cap-
104 tured by patient and wound information recorded in the EHR. This
105 information is presumed to be informative about delayed wound
106 healing, and so we fit predictive models that use the EHR data to
107 predict that outcome. Changes in the wound care process over time
108 may render the evaluation and use of these models problematic
109 because the joint distribution of covariates and delayed wound
110 healing giving rise to the training data may not be the same as that
111 giving rise to test data used to evaluate the models, and to future
112 data.
113 Research into classification under non-stationarity has focused
114 on two tasks – detecting non-stationarity (referred to as anomaly
115 detection or change detection), and learning under non-
116 stationarity. Moreno-Torres et al. [14] provides an overview of
117 non-stationarity and related issues, while Hoens et al. [15] summa-
118 rizes current methods for dealing with non-stationarity. In brief,
119 these methods modify the dataset or the model in response to
120 new data such that more weight is given to the most recent data.
121 However, these methods have for the most part been used only
122 in domains such as online fraud detection; to the best of our
123 knowledge, they have never been applied to clinical risk prediction.
124 In this study, we aim to characterize the implications of non-
125 stationarity on the development of predictive models of the sort
126 commonly encountered in clinical informatics.
127 To that end, we present experiments evaluating the impact of
128 non-stationarity on discriminative power (how well models distin-
129 guish between cases and non-cases) and on model calibration
130 (how closely the posterior probabilities of delayed wound healing
131 output by models match observed frequencies of delayed wound
132 healing). We approximate different degrees of stability of the data
133 generating process by changing the way that the data is split into
134 training and test sets. We then examine how such change impacts
135 model selection. To that end, we consider the use of increasingly
136 sophisticated models, starting from regularized logistic regression,
137 progressing through non-linear models capable of automatically
138 modeling interactions between predictors, and ending with
139 ensemble methods that combine the predictions of many base
140 models. Finally, we examine the impact of non-stationarity on
141 engineered, domain specific features.
142 We demonstrate that in a setting that approximates a station-
143 ary data distribution, methods such as stacking can provide signif-
144 icant boosts to predictive power relative to the best base models.
145 However, this performance gain disappears when the data distri-
146 bution is non-stationary. In both cases, however, there is consistent
147 benefit from using engineered, domain specific features. We find
148 that using non-linear models that capture feature interactions
149 automatically is useful in this dataset but that the benefit from
150 such models is reduced under non-stationarity. Our findings
151 emphasize the importance of matching the model development
152 process with the intended use of the model. If the model is
153 intended for use on future patients, it is critical to take non-

154stationarity into account to obtain a reliable estimate of model
155performance.

1562. Materials and methods

157Our goal is to investigate the impact of non-stationarity on a
158predictive model for delayed wound healing, defined in this study
159as whether or not a given wound will take longer than 15 weeks to
160heal using information routinely collected during the first week of
161care. We approach this by fitting a series of increasingly complex
162models—with and without domain specific features—to different
163training and test splits of the data. We observed that the dataset
164exhibits substantial non-stationarity. We can, however, control
165the degree of non-stationarity seen by the models by changing
166the way we split the data. This process is summarized in Fig. 1
167and explained further in Section 2.2. We evaluate the models for
168discriminative power and calibration under these different condi-
169tions. In the remainder of this section, we provide details about
170the dataset, feature construction, model development and
171evaluation.

1722.1. Dataset

173The dataset is comprised of 1,182,751 time-stamped wound
174assessments performed at 68 Healogics outpatient wound care
175centers distributed over 26 states. These wound assessments rep-
176resented 180,716 unique wounds. Each wound assessment consists
177of both quantitative information regarding a specific wound, such
178as length, width, depth and area, in addition to categorical descrip-
179tors such as wound type, anatomical location, presence/absence of
180erythema and ICD9 codes associated with the assessment. Each
181assessment is also associated with unique wound and patient keys,
182allowing us to associate each wound with basic demographic infor-
183mation such as age, sex, and insurance status along with its out-
184come. Wound assessments were performed approximately
185weekly, and the dataset spans 2009 through 2013. A total of
18659,958 patients are represented, and there are no restrictions on
187patients or wound types. Supplementary Materials Table 1 pro-
188vides additional demographic details about the dataset, broken
189down by wound center.
190We removed any wounds that were unresolved by the end of
191the study period unless the wound was already past the 15-week
192threshold for delayed healing. We also removed wounds with neg-
193ative or very large values for quantitative features (>99.9th per-
194centile) or with clearly erroneous demographic information such
195as negative age. This left us with 150, 277 unique wounds for use
196in training and testing our models. The basic features for our mod-
197els are the data for each wound that is available at the time of the
198first wound assessment.
199We performed additional pre-processing of the dataset as fol-
200lows. First, ICD9 codes were aggregated to 3 digit codes. Second,
201wound types and locations were collapsed into 40 and 37 values
202from 103 and 216 values, respectively, in order to account for vari-
203ation in how these variables were recorded in different wound care
204centers and to aggregate values that were judged to be clinically
205equivalent (upon manual review by kJ) for the purposes of the pre-
206dictive model. For instance, the locations ‘Arm – Elbow’ and ‘Elbow’
207were both mapped to the single location ‘Elbow’, and ‘Foot – 2nd
208Toe’ and ‘Foot – 3rd Toe’ were collapsed to ‘Toe’. Third, insurance
209information was collapsed into four categories – uninsured, pri-
210vate, Medicaid, and Medicare.
211In this study, delayed wound healing is defined as taking 15 or
212more weeks to heal; this threshold was chosen based on the advice
213of domain experts from Healogics. 11.7% of wounds met this crite-
214rion in the final dataset.
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