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a b s t r a c t

For cancer classification problems based on gene expression, the data usually has only a few dozen sizes
but has thousands to tens of thousands of genes which could contain a large number of irrelevant genes.
A robust feature selection algorithm is required to remove irrelevant genes and choose the informative
ones. Support vector data description (SVDD) has been applied to gene selection for many years. How-
ever, SVDD cannot address the problems with multiple classes since it only considers the target class.
In addition, it is time-consuming when applying SVDD to gene selection. This paper proposes a novel fast
feature selection method based on multiple SVDD and applies it to multi-class microarray data. A recur-
sive feature elimination (RFE) scheme is introduced to iteratively remove irrelevant features, so the pro-
posed method is called multiple SVDD-RFE (MSVDD-RFE). To make full use of all classes for a given task,
MSVDD-RFE independently selects a relevant gene subset for each class. The final selected gene subset is
the union of these relevant gene subsets. The effectiveness and accuracy of MSVDD-RFE are validated by
experiments on five publicly available microarray datasets. Our proposed method is faster and more
effective than other methods.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Cancer classification is one of the conventional problems in
microarray gene expression data [1–7]and includes tumor detec-
tion and prediction of some rare diseases [8–11]. Many methods
have been applied to cancer classification, such as naive Bayes clas-
sifier (NBC) [12], partial least squares discriminant analysis
(PLSDA) [13], support vector Machines (SVMs) [14,15], and k near-
est neighbor (kNN) [16].

The accuracy of cancer classification largely depends on the bio-
logical relevance of genes [17]. Thus, gene selection can be viewed
as a key stage for cancer classification based on microarray data
and feature selection algorithms have been rapidly developed in
the past few decades. For the gene expression data, the expression
level of some genes is highly correlated, which plays an important
role in biological evolution. When these genes are located on the
same biological path, this correlation is more pronounced [18]. In
this case, traditional feature selection methods ignore the relation-
ships between genes, and choose only a few from these highly
related genes. The irrelevant genes not only result in lower classi-

fication performance, but also add extra difficulties in finding
informative genes [19,20].

As a general learner, SVM could be applied to the problems of
classification [21], regression [22], and feature extraction [23].
Here, we focus on feature selection. Considering whether the
evaluation criterion involves classification models, we can divide
SVM-based feature selection methods into three groups: wrapper
feature selection based on SVM, embedded feature selection based
on SVM, and hybrid feature selection of filter and wrapper based
on SVM.

Weston et al. proposed the wrapper feature selection algorithm
based on SVM, which finds useful features by minimizing bounds
on the leave-one-out error using gradient descent [24]. Guyon
et al. proposed a SVM-RFE (recursive feature elimination) feature
selection algorithm, which is the most representative algorithm
[23]. Duan et al. presented a gene selection method similar to
SVM-RFE, called MSVM-RFE. At each step, MSVM-RFE trains multi-
ple linear SVMs on subsamples of training data and computes the
feature ranking scores from statistical analysis of the weight vec-
tors [25]. However, MSVM-RFE is computationally more expensive
than SVM-RFE. Embedded feature selection algorithms based on
SVM are similar to other embedded methods. Li et al. proposed
an embedded feature selection algorithm [26] that can adaptively
identify important features through introducing data driven
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weights, which simultaneously implements classification and gene
selection. However, this method requires adjusting more parame-
ters, and its performance largely depends on those parameters.
How to design the objective function based on the standard SVM
is the key and difficult issue of this type of algorithm. Lee and
Leu proposed a hybrid feature selection algorithm based on SVM
for microarray data analysis [27]. Specifically, this method uses
the genetic algorithm to generate a number of subsets of genes,
the chi square test to select a proper number of the top-ranked
genes for data analysis, and SVM to verify the efficiency of the
selected genes.

Among the methods mentioned above, SVM-RFE has attracted
considerable attention for its simplicity and intuition. However,
since SVM-RFE can only be applied to binary classification prob-
lems, Jeong et al. proposed feature selection algorithms based on
support vector data description (SVDD) for one-class classification
problems [28]. SVDD can describe a target data distribution, also
called one-class SVM [29–31]. Two feature selection algorithms
based on SVDD were presented in [28], or SVDD-radius-RFE and
SVDD-dual-objective-RFE. SVDD-radius-RFE minimizes the bound-
ary of target samples measured by its radius squared [28]. SVDD-
dual-objective-RFE maximizes a dual-objective function of SVDD
to provide a compact description boundary. However, it is very
time-consuming to apply both SVDD-based methods to gene
selection.

SVDD-based feature selection methods were proposed for one-
class classification problems, and they cannot be applied to multi-
class problems. Although SVM-RFE can be extended to multi-class
classification problems by using the strategies of one-against-all
[32], one-against-one [33], decision tree [34], and so on, its training
speed is not optimistic.

To solve multi-class classification problems and reduce the time
complexity of both SVM-RFE and the SVDD-based feature selection
methods, we propose a multiple SVDD-RFE (MSVDD-RFE) method.
Specifically, we first learn multiple feature selection models via
multiple SVDD models, where each class has a corresponding
model. For each model, we remove features according to the direc-
tion energy of its center vector. If the energy in some direction is
small, the feature corresponding to this direction is eliminated.
In doing so, multiple feature subsets are obtained by multiple
models. Then, we combine these subsets into the selected feature
subset. The concept of MSVDD-RFE can be generalized to SVDD-
radius-RFE and SVDD-dual-objective-RFE when handling multi-
class classification problems. We validate that MSVDD-RFE
provides more precise classification performance and less time
consumption, by experiments on five public microarray datasets.

Section 2 introduces SVDD and two SVDD-based feature selec-
tion algorithms, and proposes multiple SVDD for feature selection.
Simulation experiments are presented in Section 3 and our conclu-
sions are presented in Section 4.

2. Methods

We introduce SVDD and the two feature selection methods
based on SVDD, and propose the multiple SVDD-based feature
selection method.

2.1. Support vector data description

SVDD is a one-class classifier [29–31]. Compared with SVM,
SVDD only allows learning from one-class data. SVDD can be
implemented using hyperplane or hypersphere methods. The for-
mer takes the origin as an abnormal point and makes an optimal
hyperplane away from it as far as possible [35], and the latter con-
structs a hypersphere to contain as many targets as possible
[29,31]. For SVDD, we only need one-class data or target samples

to construct the learning model expressed by a hypersphere. If a
point falls within the hypersphere, it belongs to the target sample
set; otherwise, it would be an abnormal point, or outlier.

Given a set of target samples fxign
i¼1, where xi 2 RD denotes the

target sample, D is the dimensionality of the target sample, and n is
the number of target sample, we try to find a hypersphere with
minimum volume containing all (or most of) the data. To achieve
this, we need to know two parameters, the hypersphere center,
a, and radius, R. The initial form of optimization problem is

min
R;a;ni

R2 þ C
Xn

i¼1

ni

s:t: xi � ak k2
6 R2 þ ni; ni P 0; i ¼ 1; . . . ;n;

ð1Þ

where ni is a slack variable, and C > 0 is the penalty factor which
allows trade-off between the volume of hypersphere and the num-
ber of target objects rejected.

Using the Lagrange multiplier technique, we obtain the dual
programming form of (1),

min
a

Xn

i¼1

Xn

j¼1

aiajxT
i xj �

Xn

i¼1

aixT
i xi

s:t:
Xn

i¼1

ai ¼ 1 ;0 6 ai 6 C; i ¼ 1; . . . ;n;

ð2Þ

where ai is the Lagrange multiplier. The hypersphere center, a, and
radius, R, can be expressed by Lagrange multipliers,

a ¼
Xn

i¼1

aixi; ð3Þ

and

R2 xsvð Þ ¼ xsv � ak k2 ¼ xT
svxsv � 2

Xn

i¼1

aixT
svxi þ

Xn

i¼1

Xn

j¼1

aiajxT
i xj; ð4Þ

where xsv is a support vector with its corresponding Lagrange mul-
tiplier 0 < asv < C.

2.2. SVDD-based feature selection methods

Two SVDD-based feature selection methods were proposed in
[28] and are described briefly here. There are two cases, consider-
ing either a few outliers and targets, or only considering targets.
We will only discuss the latter.

2.2.1. SVDD-radius-RFE
The performance of SVDD strongly depends upon how com-

pactly the constructed hypersphere describes the target samples,
while discriminating outliers [28]. The size of hypersphere can be
characterized by its radius. The criterion for feature selection in
SVDD-radius-RFE is related to the hypersphere radius. The term
R2 xsvð Þ in (4) is the radius square based on xsv . Let SV be the sup-
port vector set. Then the average radius square, Jr , is defined as

Jr ¼
X

xsv2SV

R2 xsvð Þ
SVj j ; ð5Þ

which may be rewritten as

Jr ¼
1

SVj j
X

xsv2SV

xT
svxsv � 2

Xn

i¼1

aixT
svxi þ

Xn

i¼1

Xn

j¼1

aiajxT
i xj

 !
: ð6Þ

Let Jr �pð Þ be the size of hypersphere excluding feature p. The
worst feature is the one with the largest Jr �pð Þ. That is, feature p
has little effect on the size of the hypersphere. The worst feature
[28] is the one with the smallest value of Jr � Jr �pð Þð Þ. Thus, the cri-
terion function of SVDD-radius-RFE is
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