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26This work proposes a histology image indexing strategy based on multimodal representations obtained
27from the combination of visual features and associated semantic annotations. Both data modalities are
28complementary information sources for an image retrieval system, since visual features lack explicit
29semantic information and semantic terms do not usually describe the visual appearance of images.
30The paper proposes a novel strategy to build a fused image representation using matrix factorization
31algorithms and data reconstruction principles to generate a set of multimodal features. The methodology
32can seamlessly recover the multimodal representation of images without semantic annotations, allowing
33us to index new images using visual features only, and also accepting single example images as queries.
34Experimental evaluations on three different histology image data sets show that our strategy is a simple,
35yet effective approach to building multimodal representations for histology image search, and outper-
36forms the response of the popular late fusion approach to combine information.
37� 2014 Published by Elsevier Inc.
38
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41 1. Introduction

42 Digital pathology makes it easy to exchange histology images
43 and enables pathologists to rapidly study multiple samples from
44 different cases without having to unpack the glass [1]. The increas-
45 ing adoption of digital repositories for microscopy images results
46 in large databases with thousands of records, which may be useful
47 to supporting the decision making process in clinical and research
48 activities. However, in modern hospitals and health care centers,
49 the number of images to keep track of is beyond the ability of
50 any specialist. A very promising direction to realize the potential
51 of these collections is through efficient and effective tools for image
52 search. For instance, when a new slide is being observed, a camera
53 coupled to the microscope can capture the current view, send the
54 picture to the retrieval system, and show results on a connected
55 computer. These results can help to clarify structures in the
56 observed image, explore previous cases and, in general, may allow
57 clinicians and researchers to explore large collections of records
58 previously evaluated and diagnosed by other physicians.

59The query-by-example paradigm for image search—when the
60user’s query is an example image with no annotations—has a num-
61ber of potential applications in medicine and clinical activities [2].
62The main challenge when implementing such a system consists of
63correctly defining the matching criteria between query images and
64database images. The standard approach for content-based retrie-
65val in image collections relies on using similarity measures
66between low-level visual features to perform a nearest-neighbor
67search [3]. The problem of this approach is that these characteris-
68tics usually fail to capture high-level semantics of images, a prob-
69lem known as the semantic gap [4]. Different methods to bridge
70this gap have been proposed to build a model that connects low-
71level features with high-level semantic content, such as automatic
72image annotation [5] and query by semantic example [6]. These
73methods represent images in a semantic space spanned by
74keywords, so a nearest neighbors search in that space retrieves
75semantically related images. Approaches like these have also been
76investigated for histology image search [7–9].
77Image search systems based on a semantic representation have
78been shown to outperform purely visual search systems in terms of
79Mean Average Precision (MAP) [3]. However, these approaches
80may lose the notion of visual similarity among images since the
81search process ends up relying entirely on high level descriptions
82of images. The ranking of search results is based on potentially rel-
83evant keywords, ignoring useful appearance clues that are not
84described by index terms. In a clinical setting, visual information
85plays an important role for searching histology images, which
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86 ultimately reveals the biological evidence for the decision making
87 process in clinical activities. We consider that both visual content
88 and semantic data are complementary sources of information that
89 may be combined to produce high quality search results.
90 Multimodal fusion has emerged as a very useful approach to
91 combine different signals with the purpose of making certain
92 semantic decisions in automated systems. We refer the reader to
93 [10] for a comprehensive survey of multimodal fusion in various
94 multimedia applications. For image indexing in particular, multi-
95 modal fusion consists of combining visual and semantic data. Sev-
96 eral methodologies have recently been proposed to model the
97 relationships between these two data modalities, with the goal of
98 constructing better image search systems. Two main strategies
99 may be identified to achieve the combination of both data modal-

100 ities: (1) early fusion [11], to build a combined representation of
101 images before the ranking procedure and (2) late fusion [12], to
102 combine similarity measures during the ranking procedure. One
103 of the advantages of early fusion over late fusion is that the former
104 often benefits from explicitly modeling the relationships between
105 the two data modalities, instead of simply using them as separate
106 opinions. However, this clearly requires a significant effort in
107 understanding and extracting multimodal correspondences.
108 In this work, we propose a novel method for indexing histology
109 images using an early multimodal fusion approach, that is, combin-
110 ing the two data modalities in a single representation to generate
111 the ranking directly in such a space. The proposed methods use
112 semantic annotations as an additional data source that represents
113 images in a vector space model. Then, matrix-factorization-based
114 algorithms are used to find the relationships between data modal-
115 ities, by learning a function that projects visual data to the seman-
116 tic space and the other way around. We take advantage of this
117 property by fusing both data modalities in the same vector space,
118 obtaining as a result the combined representation of images.
119 A systematic experimental evaluation was conducted on three
120 different histology image databases. Our goal is to validate the
121 potential of various image search techniques to understand the
122 strengths and weaknesses of visual, semantic and multimodal
123 indexing in histology image collections. We focus our evaluation
124 on two performance measures commonly used for information
125 retrieval research: Mean Average Precision (MAP); and Precision
126 at the first 10 results of the ranked list (P@10), for early precision.
127 We observed that semantic approaches are very good at maximiz-
128 ing MAP, while visual search is a strong baseline for P@10, reveal-
129 ing a trade-off in performance when using one or the other
130 representation. This also confirms the importance of combining
131 both data modalities.
132 Our approach combines multimodal data using a convex
133 combination of the visual and semantic information, resulting in a
134 continuous spectrum of multimodal representations and allowing

135us to explore various mixes from purely visual to purely semantic
136representations as needed. This is similar in spirit to late fusion,
137which allows the setting of weights to scores produced by each
138modality. However, our study shows significant improvement in
139performance when building an explicitly fused representation,
140instead of considering modalities as separate voters for the rank
141of images. We also found that multimodal fusion can balance a
142trade-off between maximizing MAP and early precision, demon-
143strating the potential to improve the response of histology image
144retrieval systems.

1451.1. Overview

146This work proposes an indexing technique for image search,
147using both visual image content and associated semantic terms.
148Fig. 1 illustrates a pipeline for image search in a clinical setting,
149which involves a physician or expert pathologist working with a
150microscopy equipment with digital image acquisition capabilities
151or in a virtual microscopy system. Through an interactive mecha-
152nism, the user can ask the system to take a picture of the current
153view, and send a query to the image search system. The system
154has a pre-computed fused representation of images in the database.
155A ranking algorithm is used to identify the most relevant results in
156the database, which are retrieved and presented to the user.
157The main goal of the system is to support to clinicians during the
158decision making process by providing relevant associated informa-
159tion. The ability to find related cases among past records in a data-
160base has the potential to improve the quality of health care using an
161evidence-based reasoning approach. Historic archives in a hospital
162comprise a knowledge base reflecting its institutional experience
163and expertise, and it can be used to enhance the daily medical
164practice.
165This paper focuses on two important aspects of the entire pipe-
166line: (1) strategies for constructing the index based on a multi-
167modal fused representation and (2) an empirical evaluation of
168different strategies for histology image search using collections of
169real diagnostic images. The main contribution of our work is a
170novel method for combining visual and semantic data in a fused
171image representation, using a computationally efficient strategy
172that outperforms the popular late-fusion approach, and that bal-
173ances the trade-off between visual and semantic data. While the
174applicability of the proposed model may be extended to general
175image collections beyond histology images, the second contribu-
176tion of this work is an extensive evaluation on histology images,
177since a straightforward application of image retrieval techniques
178may not result in an optimal outcome. Part of our experimental
179evaluation shows that off-the-shelf indexing methods such as
180latent semantic indexing and late fusion do not always exploit
181specific characteristics of histology images.

Fig. 1. Overview of the image search pipeline. Images acquired in a clinical setting are used as example queries. The system processes and matches queries with entries in a
multimodal index, which represent images and text in the database. Results are returned to support the decision making process.
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