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a b s t r a c t

While the study of privacy preserving data publishing has drawn a lot of interest, some recent work has
shown that existing mechanisms do not limit all inferences about individuals. This paper is a positive
note in response to this finding. We point out that not all inference attacks should be countered, in con-
trast to all existing works known to us, and based on this we propose a model called SPLU. This model
protects sensitive information, by which we refer to answers for aggregate queries with small sums,
while queries with large sums are answered with higher accuracy. Using SPLU, we introduce a sanitiza-
tion algorithm to protect data while maintaining high data utility for queries with large sums. Empirical
results show that our method behaves as desired.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

In a recent work by Cormode [7], it is shown that despite much
progress in two main branches of privacy models for data publish-
ing, namely differential privacy [13], and various syntactic methods
such as k-anonymity [26] and ‘-diversity [20], inference-based
attacks can still be successful. The study is based on the ability of
an attacker to construct accurate classifiers on top of releases pro-
tected by state-of-the-art privacy preserving data publishing
techniques.

The empirical study result above is in fact consistent with the
result from [10]. Following the model in [10], given a dataset
d ¼ ðd1; . . . ; dnÞ 2 f0;1gn, a query q is a subset of f1;2; . . . ;ng, and
its true answer aq ¼

P
i2qdi. Hence, the query q determines a subset

of d, and the answer for q is the number of entries in the subset.
Given algorithm A for query response, we say that AðqÞ is within
� perturbation if it deviates from the true answer by no more than
�. A is within � perturbation if AðqÞ is within � perturbation for all
q. If an adversary can reconstruct with time complexity tðnÞ the
entire database very accurately, then the database D ¼ ðd;AÞ is
said to be tðnÞ-non-private. The following theorem from [10] says
that any privacy preserving algorithm renders the database use-
less, and conversely utility in the published data implies privacy
breach.

Theorem 1 [10]. Let D ¼ ðd;AÞ be a database where A is within
oð

ffiffiffi
n
p
Þ perturbation then D is poly (n)-non-private.

The above findings are based on the assumption that all infer-
ence attacks are to be defended, and any relatively accurate infor-
mation derivable from the published data is considered privacy
breaching. This is quite inconsistent with the simultaneous
requirement of utility whereby minimum distortion is to be intro-
duced so that the published data are as close to the original data as
possible. Here we show that the dilemma can be resolved by a seg-
regation of utility and privacy.

The key point as observed by Cormode is that privacy and utility
are closely related. As stated in the conclusion in [7], ‘‘release of
(anonymized) data may reveal hitherto unknown population
parameters which compromise individual privacy. . . . in some set-
tings, these population statistics may represent exactly the desired
utility of the data collection and publication.’’ This remark high-
lights the issue to be resolved. The key is how to differentiate
between utility and privacy. Once we identify the utility of the data
and once users agree that this utility has no conflict with their
privacy, the proper solution is not to insist on protection for the
information related to the utility. We provide a way to differentiate
what concepts may be reasonable to be disclosed for utility. If users
indeed have concerns about the disclosure of such concepts there
is always the option of not releasing any data. This provides for a
better alternative for the status quo of releasing the data knowing
that certain inference attacks are possible.

To our knowledge, there is no known model for the separation
of concepts that need protection and those that need to be
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maintained for utility purposes, in privacy preserving data publish-
ing. Some previous works [11,19] study the adjustment of param-
eters in the anonymization process for the trade-off between
privacy and utility. The problem studied in such works is very dif-
ferent and in their model, all concepts are treated equally in terms
of utility and privacy. We assume that aggregate queries of large
sums should be answered relatively accurately for utility, while
those with very small sums should not. Consider an example from
[13] where a dataset D0 tells us that almost everyone involved in a
dataset is two footed. Knowing with high certainty that an individ-
ual is two footed from D0 is not considered a privacy issue since it is
true for almost everyone in the dataset.1 Large sum concepts are
statistical and of value for utility. In contrast, small count concepts
are non-statistical and the protection of small counts has been
well-studied in the topic of security in statistical databases [1].

Our main contributions are summarized as follows.

(1) We propose a framework, called SPLU, which allows releas-
ing data for answering large sum queries with high accuracy
to provide utility, while offering high inaccuracy for small
sum queries in order to ensure privacy. We point out that
not all inference attacks should be defended.

(2) To demonstrate the feasibility of the concept of SPLU, we
propose a data sanitization mechanism, called SPLU-Gen,
for achieving this goal. SPLU-Gen is based on randomized
perturbation on the sensitive values.

(3) We introduce a sophisticated reconstruction algorithm
which takes into account the global data distribution. This
improves on the known reconstruction approach in syntactic
methods and leads to higher data utility.

(4) We have conducted experiments on two real datasets to
show that SPLU-Gen provides protection for small sums
and high utility for large sum queries. We note that existing
mechanisms may readily support SPLU, which is an encour-
aging result.

In Fig. 1, we outline the SPLU-Gen mechanism for data sanitiza-
tion and the query processing based on the sanitized data. The
dataset on the left of the figure is passed as input to SPLU-Gen.
The input is processed and as a result, a sanitized dataset is pub-
lished. Querying is applied on the sanitized data, and the query
result is generated by a reconstruction algorithm. The user will
receive relatively accurate results for large sum queries and inac-
curate results for queries of small sums.

The rest of the paper is organized as follows. Section 2 presents
the SPLU model. Section 3 describes the mechanism SPLU-Gen.

Section 4 is about count reconstruction and properties of SPLU-
Gen. Section 5 considers multiple attribute aggregations. Section 6
is on empirical study, and Section 7 is on related works. Section 8
concludes this work.

2. SPLU model

We consider the data model in previous works on k-anonym-
ity [26] and ‘-diversity [20]. This data model assumes that a set
of attributes form a quasi-identifier, the values of which for a
target individual can be known to the adversary from other
sources, and also one or more sensitive attributes which need
to be protected. Hence, there are two kinds of attributes in the
dataset, the non-sensitive attributes (NSA) and the sensitive
attributes (SA). In Fig. 2(a) we show a given dataset D. In table
D, the attribute id is for the tuple id. The attributes Age and
Zip-Code are considered non-sensitive attributes and they form
a quasi-identifer. The term quasi-identifier indicates that it
may be possible to identify an individual based on the respective
attribute values. For example, it is possible that Age 90 and Zip-
Code [12–17 k] uniquely determine an individual, if there is only
one resident aged 90 in the area of Zip-Code [12–17 k]. Such
attributes are considered not sensitive. In table D, Disease is a
sensitive attribute.

In this model we do not perturb the non-sensitive values but
may alter the sensitive values to ensure privacy. This is a com-
monly used data model and it corresponds to the initial problem
settings with real world applications [25,22].

We are given a dataset (table) D which is a set of N tuples that
follow the above data model. A concept c in D is a predicator
formed by the conjunction of value assignments to a set of attri-
butes in D. Our problem is how to generate and replace the sensi-
tive values for the tuples in D to be published in the output dataset
D0. D0 should satisfy both utility for large sum querying and privacy
protection for small sum queries.

In Fig. 1(b), we show a possible published dataset D0, which is a
sanitized counterpart of dataset D. We shall discuss in Section 3
about how D0 is generated from D.

We define the requirements of our model in the following.
Given a dataset D, an anonymized data set D0 generated by san-

itization mechanism A, and a concept c involving s 2 SA, let fc be
the true frequency of c in D and f 0c be the estimated frequency of
c from D0.

Definition 1 (large sum utility). Concept c has a ð�; T E; T f Þ utility
guarantee if

Pr jf 0c � fcjP efc
� �

6 T E for f c P T f ð1Þ

The above definition says that a concept c has a ð�; T E; T f Þ
guarantee if whenever the frequency fc of c is above T f in D, then
the probability of a relative error of more than e is at most T E.

Fig. 1. The SPLU-Gen system for data sanitization and query processing.

1 There may be scenarios where our assumption does not hold. That is, even if
something is true for most tuples in D0 , the information is still sensitive. An example
would be a dataset containing only information about patients with a certain cancer
disease. In such a case knowing that a person is in the dataset is already considered
sensitive, and all attributes will be sensitive. Hence, our proposed model becomes
irrelevant and does not apply.
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