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a b s t r a c t

Clinical records of traditional Chinese medicine (TCM) are documented by TCM doctors during their rou-
tine diagnostic work. These records contain abundant knowledge and reflect the clinical experience of
TCM doctors. In recent years, with the modernization of TCM clinical practice, these clinical records have
begun to be digitized. Data mining (DM) and machine learning (ML) methods provide an opportunity for
researchers to discover TCM regularities buried in the large volume of clinical records. There has been
some work on this problem. Existing methods have been validated on a limited amount of manually
well-structured data. However, the contents of most fields in the clinical records are unstructured. As
a result, the previous methods verified on the well-structured data will not work effectively on the
free-text clinical records (FCRs), and the FCRs are, consequently, required to be structured in advance.
Manually structuring the large volume of TCM FCRs is time-consuming and labor-intensive, but the
development of automatic methods for the structuring task is at an early stage. Therefore, in this paper,
symptom name recognition (SNR) in the chief complaints, which is one of the important tasks to struc-
ture the FCRs of TCM, is carefully studied. The SNR task is reasonably treated as a sequence labeling prob-
lem, and several fundamental and practical problems in the SNR task are studied, such as how to adapt a
general sequence labeling strategy for the SNR task according to the domain-specific characteristics of the
chief complaints and which sequence classifier is more appropriate to solve the SNR task. To answer these
questions, a series of elaborate experiments were performed, and the results are explained in detail.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Traditional Chinese medicine (TCM) provides a distinctive way
to perceive the human body and is becoming a medical theory
complementary to Western medicine [1–4]. TCM knowledge is
held largely in the minds of clinically experienced TCM doctors.
Consequently, the clinical records of TCM, which are documented
by TCM doctors during their routine diagnostic work, naturally
constitute an abundant clinical knowledge source of TCM that
can be inherited by the next generation of practitioners. However,
with the increase in the accumulation of clinical records, compre-
hensive summarization of complicated TCM regularities is difficult.
Fortunately, with the modernization of TCM clinical practice, clin-
ical records have begun to be digitized. This provides an opportu-

nity for researchers to discover, with the help of data mining (DM)
andmachine learning (ML) methods, TCM regularities buried in the
large volume of digitized clinical records.

There has been some work on applying DMs and MLs to TCM
knowledge discovery, such as discovering TCM knowledge from
well-structured literature by using Bayesian networks [5,6] and
establishing TCM expert systems for decision support by the naïve
Bayes classifier based on a limited amount of manually structured
data [7]. However, the contents of most fields in the clinical
records, e.g. the chief complaints, are unstructured (or free-text).
The result is that the methods that are verified on the well-struc-
tured data, cannot be directly applied to knowledge discovery in
the free-text clinical records (FCRs) of TCM. These methods, conse-
quently, require FCRs to be structured in advance.

Manually structuring the large volume of TCM FCRs is tedious,
time-consuming, and labor intensive. Hence there is an urgent
need for the development of an effective method to automatically
structure the FCRs, i.e. recognizing medical named entities in FCRs
[8]. Named entity recognition (NER) in general text has been
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widely studied in the natural language processing (NLP) commu-
nity [9]. For example, a hybrid Chinese NER model based on multi-
ple features was proposed in [10], and the model was evaluated on
the general text dataset called ‘‘People’s Daily”. In [11], a lexical-
ized hidden Markov model (HMM) approach to NER was designed
and validated on ‘‘newswire” data, which is also a general text
dataset. In addition, a pragmatic approach to Chinese word seg-
mentation was proposed in [12]. This approach was implemented
in an adaptive Chinese word segmenter (MSRSeg), which can
simultaneously segment general Chinese text and perform NER.
However, FCRs of TCM are different from general text. They have
domain-specific characteristics [13] and therefore the methods de-
signed for NER in general text might need a domain-specific adap-
tation for NER in the FCRs.

Medical information extraction in English FCRs of Western
medicine has become a topic of great interest in recent years,
and has been extensively studied due to the efforts of the Informat-
ics for Integrating Biology and the Bedside (i2b2) project, which
has released clinical record datasets that can be used as gold stan-
dards by the medical NLP research community. In 2009, i2b2 orga-
nized a medical information extraction challenge on extracting
medications, dosages, modes, durations, etc. from the English dis-
charge summaries [14]. In the following year, a medical problem,
test, and treatment concept extraction challenge was organized
by i2b2 [15]. Subsequently, based on the public clinical record
datasets, a series of excellent work on NER in English discharge
summaries of Western medicine has been published. These NER
tasks are usually treated as a sequence labeling problem, and then
the open-domain sequence classifiers, e.g. Conditional Random
Field model (CRF), are adapted to the medical domain [16–26] with
the help of domain knowledge and domain-specific sources. For
example, the domain vocabulary used in [16], the domain-specific
rules in [17], and the knowledge-rich sources utilized in [18–20]
have been used for these purposes. Because of the differences be-
tween English and Chinese [27] and owing to the distinctive char-
acteristics of TCM FCRs [13], methods, that could be borrowed from
English NER in the discharge summaries of Western medicine need
adaptation for NER in FCRs of TCM.

The development of NER in FCRs of TCM has fallen behind
the progress of English NER in FCRs of Western medicine.
NER in the TCM community was first attempted in 2012 [13].
Symptom name recognition (SNR) in the chief complaints,
which is one of the most important tasks of NER in FCRs of
TCM, was accomplished by the bigram-based dictionary-match-
ing method. However, various literal forms of symptoms were
generated during the routine diagnostic work of TCM doctors
[28]. Consequently, the application of the dictionary-matching
method in clinical practice requires maintenance of a symptom
name dictionary. However, the dictionary-matching method is
laborious, making it less appropriate for use in practice. SNR
in the chief complaints was also studied in [29]. Based on
method for English NER in discharge summaries of Western
medicine, SNR in chief complaints was treated directly as a se-
quence labeling problem and solved by CRF with two types of
useful features. This preliminary work still leaves many ques-
tions waiting to be answered, such as:

(1) Is it suitable to treat SNR in the chief complaints as a
sequence labeling problem? In other words, are there any
domain-specific characteristics that would facilitate SNR
completion by the sequence classifiers?

(2) The chief complaints in TCM FCRs have domain-specific
characteristics. Some domain-specific adaptation to the gen-
eral sequence labeling strategy for the SNR task might be
needed. How can an appropriate adaptation be made?

(3) Several sequence classifiers, e.g. HMM, maximum entropy
Markov model (MEMM), and CRF, can be used to solve the
sequence labeling problem. Each sequence classifier has its
own specializations. Which is most suitable to SNR and
which can achieve the best performance?

To answer these questions, we focus our attention in this paper
on studying SNR in chief complaints. First, the SNR task is treated
as a sequence labeling problem reasonably. Second, a new se-
quence labeling strategy is designed for SNR in the chief com-
plaints based domain-characteristics. These approaches are
introduced in Section 2. In Section 3, three typically supervised se-
quence classifiers (HMM, MEMM, and CRF) are applied to the SNR
task with an empirical analysis. Elaborate experiments are per-
formed and described in Section 4 aiming to answer the previously
raised questions. Finally, Sections 5 and 6, respectively, provide
further discussion and conclusions.

2. Sequence labeling for the SNR task

2.1. Why sequence labeling?

Symptom names in TCM are usually composed of three aspects
of descriptions: body location, sensation, and intensity. For exam-
ple, the symptom name ‘‘头痛剧烈” (a severe headache) consists of
three aspects of descriptions including a body location ‘‘头” (head),
a sensation ‘‘痛” (ache), and a intensity ‘‘剧烈” (severe).

These three aspects preferably appear in sequence and should
not be split by other descriptions (e.g. possessives or temporal
descriptions). For instance, the sensation ‘‘晕” (dizziness) should
come after the body location ‘‘头”, but the temporal description ‘‘
昨天” (yesterday), which is used to indicate the occurring time of
the symptom, should be written before the symptom name ‘‘头
晕” (dizziness) rather than in between the body location and the
sensation.

Furthermore, technically, words used in the symptom names of
TCM should have different distributions from other words that are
used outside of symptom names (see Fig. 1 as an example). There-
fore, it is appropriate to treat SNR in the chief complaints as a se-
quence labeling problem; the characteristics described above
should facilitate the completion of SNR by the sequence classifiers.

2.2. Domain-specific adaptation to the general sequence labeling
strategy

The commonly-used sequence labeling strategy for NER in gen-
eral text or in English discharge summaries of Western medicine is
to label each word (defined as a ‘‘labeling unit”) in each sentence
(defined as a ‘‘labeled sequence”) with a predefined tag that is used
to indicate the role of the labeling unit, e.g. that it is a beginning, an

Fig. 1. An example of the differences between the distributions of the words used in
symptom names and outside of symptom names.
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