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Variance-reduced simulation of lattice discrete-time Markov chains with
applications in reaction networks

P. A. Maginnisa,∗, M. Westa, G. E. Dulleruda

aDepartment of Mechanical Science and Engineering, University of Illinois at Urbana-Champaign, 1206 W. Green St.,
Urbana, IL, 61801, USA.

Abstract

We propose an algorithm to accelerate Monte Carlo simulation for a broad class of stochastic processes.

Specifically, the class of countable-state, discrete-time Markov chains driven by additive Poisson noise, or

lattice discrete-time Markov chains. In particular, this class includes simulation of reaction networks via

the tau-leaping algorithm. To produce the speedup, we simulate pairs of fair-draw trajectories that are

negatively correlated. Thus, when averaged, these paths produce an unbiased Monte Carlo estimator that

has reduced variance and, therefore, reduced error. Numerical results for three example systems included

in this work demonstrate two to four orders of magnitude reduction of mean-square error. The numerical

examples were chosen to illustrate different application areas and levels of system complexity. The areas

are: gene expression (affine state-dependent rates), aerosol particle coagulation with emission and human

immunodeficiency virus infection (both with nonlinear state-dependent rates). Our algorithm views the

system dynamics as a “black-box”, i.e., we only require control of pseudo-random number generator inputs.

As a result, typical codes can be retrofitted with our algorithm using only minor changes. We prove several

analytical results. Among these, we characterize the relationship of covariances between paths in the general

nonlinear state-dependent intensity rates case, and we prove variance reduction of mean estimators in the

special case of affine intensity rates.
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1. Introduction

The objective of this work is to reduce the computational cost of Monte Carlo mean estimation of lattice

discrete-time Markov chains (lattice DTMCs), a class which includes countable state-space Markov processes
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