
Accepted Manuscript

Gaussian functional regression for output prediction: Model assimilation and experimental
design

N.C. Nguyen, J. Peraire

PII: S0021-9991(15)00854-2
DOI: http://dx.doi.org/10.1016/j.jcp.2015.12.035
Reference: YJCPH 6317

To appear in: Journal of Computational Physics

Received date: 16 May 2015
Revised date: 22 October 2015
Accepted date: 16 December 2015

Please cite this article in press as: N.C. Nguyen, J. Peraire, Gaussian functional regression for output prediction: Model assimilation and
experimental design, J. Comput. Phys. (2015), http://dx.doi.org/10.1016/j.jcp.2015.12.035

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers we are providing
this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of the resulting proof before it is
published in its final form. Please note that during the production process errors may be discovered which could affect the content, and all
legal disclaimers that apply to the journal pertain.

http://dx.doi.org/10.1016/j.jcp.2015.12.035


Gaussian functional regression for output prediction:
Model assimilation and experimental design

N. C. Nguyen∗ and J. Peraire†

Abstract

In this paper, we introduce a Gaussian functional regression (GFR) technique that
integrates multi-fidelity models with model reduction to efficiently predict the input–
output relationship of a high-fidelity model. The GFR method combines the high-
fidelity model with a low-fidelity model to provide an estimate of the output of the
high-fidelity model in the form of a posterior distribution that can characterize un-
certainty in the prediction. A reduced basis approximation is constructed upon the
low-fidelity model and incorporated into the GFR method to yield an inexpensive
posterior distribution of the output estimate. As this posterior distribution depends
crucially on a set of training inputs at which the high-fidelity model are simulated, we
develop a greedy sampling algorithm to select the training inputs. Our approach re-
sults in an output prediction model that inherits the fidelity of the high-fidelity model
and has the computational complexity of the reduced basis approximation. Numerical
results are presented to demonstrate the proposed approach.
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