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Abstract

MapReduce is an effective and widely-used framework for processing large datasets

in parallel over a cluster of computers. Data skew, cluster heterogeneity, and

network traffic are three issues that significantly affect the performance of

MapReduce applications. However, the hash-based partitioner in the native

Hadoop does not consider these factors. This paper proposes a new partitioner

for Yarn (Hadoop 2.6.0), namely, NPIY, which adopts an innovative parallel

sampling method to distribute intermediate data. The paper makes the follow-

ing major contributions: (1) NPIY mitigates data skew in MapReduce applica-

tions; (2) NPIY considers the heterogeneity of computing resources to balance

the loads among Reducers; (3) NPIY reduces the network traffic in the shuf-

fle phase by trying to retain intermediate data on those nodes running both

map and reduce tasks. Compared with the native Hadoop and other popular

strategies, NPIY can reduce execution time by up to 41.66% and 58.68% in

homogeneous and heterogeneous clusters, respectively. We further customize

NPIY for parallel image processing, and the execution time has been improved

by 28.8% compared with the native Hadoop.

Keywords: MapReduce, Hadoop, data skew, load balance, data transmission

amount, heterogeneous, parallel image processing

2010 MSC: 00-01, 99-00

∗Corresponding author
Email address: 13112084@bjtu.edu.cn (Lei Chen)

Preprint submitted to Journal of LATEX Templates April 24, 2018



Download English Version:

https://daneshyari.com/en/article/6934517

Download Persian Version:

https://daneshyari.com/article/6934517

Daneshyari.com

https://daneshyari.com/en/article/6934517
https://daneshyari.com/article/6934517
https://daneshyari.com

