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Abstract

Visual Question Answering (VQA) is a recent problem in computer vision and

natural language processing that has garnered a large amount of interest from

the deep learning, computer vision, and natural language processing communi-

ties. In VQA, an algorithm needs to answer text-based questions about images.

Since the release of the first VQA dataset in 2014, additional datasets have been

released and many algorithms have been proposed. In this review, we critically

examine the current state of VQA in terms of problem formulation, existing

datasets, evaluation metrics, and algorithms. In particular, we discuss the lim-

itations of current datasets with regard to their ability to properly train and

assess VQA algorithms. We then exhaustively review existing algorithms for

VQA. Finally, we discuss possible future directions for VQA and image under-

standing research.
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1. Introduction

Recent advancements in computer vision and deep learning research have

enabled enormous progress in many computer vision tasks, such as image clas-
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