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a b s t r a c t

This paper proposes methods for people re-identification across non-overlapping cameras. We improve the

robustness of re-identification by using additional group features acquired from the groups of people de-

tected by each camera. People are grouped by discriminatively classifying the spatio-temporal features of

their trajectories into those of grouped people and non-grouped people. Thereafter, three group features are

obtained in each group and utilized with other general features of each person (e.g., color histogram, transit

time between cameras, etc.) for people re-identification. Our experimental results have demonstrated im-

provements in people grouping and people re-identification when our proposed methods have been applied

to a public dataset.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Tracking via non-overlapping distributed cameras is crucial for ef-

ficient monitoring of people activities over a wide area. Such track-

ing can be achieved using re-identification methods across multiple

cameras following visual tracking in each field of view.

In general, people re-identification in a surveillance scenario

should be performed not by recognition using high-level image fea-

tures, such as face recognition, but by low-level feature matching.

This is because image regions of people captured by general surveil-

lance cameras are typically too small for high-level recognition tech-

niques to be applicable.

To improve people re-identification, we propose new features

extracted from the group of people detected. The group of people

(i.e., each rectangle shown in Fig. 1) is regarded as a set of people who

are cohered based on the similarity of their relative positions and

trajectories. Under the assumption that people in the same group are,

in general, observed together even in different cameras,1 the new

features of each group are employed for people re-identification.

To improve the accuracy of re-identification, our proposed method

combines the proposed group features with traditional image cues

that represent the appearance of each person.

The main contributions of this paper are summarized below.
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1 This assumption is reasonable, for example, in indoor scenes where routes among

cameras are limited (e.g. corridors in a building) and nearby cameras between which

most pedestrians walk along similar trajectories.

• People grouping using spatio-temporal features of their trajec-

tories: Our proposed spatio-temporal features and classification

scheme achieve people grouping such that (i) the co-occurrence

of different features are expressed and (ii) noisy and ambiguous

features are removed.
• People re-identification using group features: The group features

are represented by the trajectories of people in each group and the

number of these people, as well as the image cues of people in the

group.

2. Related work

For people grouping, their trajectories are used in the proposed

method. These trajectories can be acquired by visually tracking peo-

ple in a video. While people tracking in a dense crowd[2,3] has been

increasingly important in computer vision, this paper focuses on

scenes with a relatively-sparse number of people for detecting groups

only from trajectory-based features.

For grouping people, the proposed feature is represented by

spatio-temporal relationships between the trajectories of two pedes-

trians. The effectiveness of spatial relationships for grouping people

has also been explored in still images [4,5]. Two key differences be-

tween using still images and videos are (1) temporal cues are avail-

able in videos but not in still images and (2) rich appearance features

(e.g. age and gender estimation from a face) are available in still im-

ages, whereas it is difficult to extract such features from videos, be-

cause people are usually imaged smaller in videos.

As a model for representing interactions between people trajec-

tories, the social force model [6], which adjusts a repulsive force

between people depending on their social relationship, has been
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Fig. 1. Examples of images captured by surveillance cameras. For wide-area human

tracking, identification across fields of view (indicated by solid arrows) is required, as

well as tracking within each field of view (indicated by red dotted lines). Each rectangle

represents a group. (For interpretation of the references to colour in this figures legend,

the reader is referred to the web version of this article.)

widely used. This model is employed in several machine vision prob-

lems such as abnormal behavior detection [7] as well as people

grouping [1,8].

In addition to models, a classification scheme is also crucial for

people grouping. Bottom-up hierarchical clustering, iterative cluster-

ing using priors of collective behaviors of a group, and conditional

random fields (CRFs) have been employed in [9], [14] and, [10], re-

spectively. The classification scheme can also be formulated as a non-

linear optimization problem for finding the optimal trajectories of

groups [11,12]. These approaches are superior in terms of accuracy

in group detection as compared with those using simple criteria (e.g.

only proximity [13]).

For precise grouping in complex situations, the above-mentioned

CRF-based method [10] optimizes its parameters by employing the

annotation of people groups (i.e. a group to which each person be-

longs) in training data. These annotations reveal subtle differences of

trajectories between people within and outside a group. With the an-

notation data, discriminative classification is also possible to improve

the accuracy of people grouping [15].

For people re-identification, a number of image features have

been proposed, for example, using a set of feature points [18] and his-

togram of oriented gradients (HOG) [20] based features [19]. Among

all such approaches, features using a color histogram are robust

against the change in viewpoint of a camera (e.g., a color histogram

extracted from an HSV color space [21]).

In addition to the change in viewpoint, variations of illumination

among cameras also make re-identification difficult. To cope with this

problem, several learning techniques and metrics have been stud-

ied, including Adaboost [24], RankSVM [25], multi instance learn-

ing boosting[26], and distance learning[27]. While these techniques

can improve re-identification across non-overlapping cameras, re-

identification with poor appearance features in surveillance videos

remains a difficult problem.

Unlike existing image features representing the appearance of

people, our focus in this paper is on the features of a group of peo-

ple. Appearance features of people in a group have been proposed

in [33,34]; these features are extracted not only from a person of in-

terest but also from people who are in the group with that person.

Such features are based only on image features and have also been

employed for visual tracking (e.g., in [35]). In addition to those image

cues, our proposed features also consist of other properties of people

in each group (i.e. the trajectories and the number of people in each

group).

3. Overview

Fig. 2 illustrates the key processes of the proposed method. The

entire process consists of two sub-processes, the process performed

in each camera and the one that incorporates multiple cameras (these

two sub-processes are enclosed by purple rectangles in the figure).

In an image obtained from each camera, several features of each

pedestrian used for people re-identification are extracted. To obtain

each pedestrian’s region and trajectory, the pedestrian is visually de-

tected and tracked.

While the algorithm of group detection has been proposed in [36],

new experiments with image sequences are conducted for demon-

strating its applicability to a surveillance camera scenario and the

proposed people re-identification method.

For people re-identification across multiple cameras, conven-

tional features extracted from the region of each pedestrian are also

used, including color histograms (see Section 5.1.1) and transit times

between cameras (see Section 5.1.2). In addition to these two con-

ventional features, new group features are employed in the proposed

Fig. 2. Overview of the proposed people re-identification method. The proposed group features are computed in processes indicated by red rectangles. The three key components

of the entire process are colored in green and are as follows: (1) visual tracking in each camera, (2) group detection in each camera, and (3) re-identification across cameras.(For

interpretation of the references to colour in this figures legend, the reader is referred to the web version of this article).
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