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Highlights

• This paper presents a general framework for boosting feature selection

algorithms.

• The method improves several state-of-the-art feature selection methods.

• The method is robust to class label noise.

• Interesting new research lines are opened by the framework.

1



Download English Version:

https://daneshyari.com/en/article/6937951

Download Persian Version:

https://daneshyari.com/article/6937951

Daneshyari.com

https://daneshyari.com/en/article/6937951
https://daneshyari.com/article/6937951
https://daneshyari.com

