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Abstract

Recently, correlation filter-based trackers have achielieccompetitive perfor-
mance both on accuracy and robustness. To learn a clas$iéetively, these
methods exploit a periodic assumption of the training sas\pb model the pro-
cessing of dense sampling in Fourier domain. However, thieglie assumption
introduces unwanted boundary effects, which severelyatksy the performance
of tracking model.

To lower the boundary effects, we propose a multi-séalegularized corre-
lation filter tracker (MSL1CFT), which leverages the diffiereegularization pa-
rameters to penalize each correlation filter coefficienhelearning process. Our
method can learn the correlation filter model on a signifigdatger set of nega-
tive training samples, without worsening the positive skEspWe further present
a fast solver to our model utilizing the Alternating DirextiMethod of Multipli-
ers (ADMM) technique. The extensive empirical evaluationgwo benchmark
datasets: OTB2013 and YOT2015 demonstrate that our methperéorms the
state-of-the-art approaches in tracking accuracy andstobss.
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1. Introduction

Visual tracking has long been a fundamental problem in caerpision field,
since it plays a crucial role in a wide range of practical aapions €.g., intel-
ligent surveillance, autonomous navigation, human coerpuateraction, action
recognition). However, in real-world scenes, some chgllen factors, such as
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