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Abstract

Automatic image captioning has been studied extensively over the last few years,
driven by breakthroughs in deep learning-based image-to-text translation models.
However, most of this work has considered captioning web images from standard
data sets like MS-COCO, and has considered single images in isolation. To
what extent can automatic captioning models learn finer-grained contextual
information specific to a given person’s day-to-day visual experiences? In this
paper, we consider captioning image sequences collected from wearable, life-
logging cameras. Automatically-generated captions could help people find and
recall photos among their large-scale life-logging photo collections, or even to
produce textual “diaries” that summarize their day. But unlike web images,
photos from wearable cameras are often blurry and poorly composed, without
an obvious single subject. Their content also tends to be highly dependent on
the context and characteristics of the particular camera wearer. To address
these challenges, we introduce a technique to jointly caption sequences of photos,
which allows captions to take advantage of temporal constraints and evidence
across time, and we introduce a technique to increase the diversity of generated
captions, so that they can describe a photo from multiple perspectives (e.g.
first-person versus third-person). To test these techniques, we collect a dataset
of about 8,000 realistic lifelogging images, a subset of which are annotated with
nearly 5,000 human-generated reference sentences. We evaluate the quality of
image captions both quantitatively and qualitatively using Amazon Mechanical
Turk, finding that while these algorithms are not perfect, they could be an
important step towards helping to organize and summarize lifelogging photos.
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