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A B S T R A C T

This paper proposes a lossless data hiding method for JPEG images using adaptive embedding. By constructing
an optimal mapping between the used and unused Huffman codes in each category, we take full use of the
combination of mapping to achieve a high embedding rate. In order to improve the payload, we further use a
code reordering based embedding algorithm. Both algorithms are alternatively used during data hiding. After
modifying the Huffman Table defined in JPEG header and substituting the codes in entropy-encoded segments,
additional messages are embedded into the JPEG bitstream. The proposed method is lossless to the image, i.e.,
the decoded content of a marked JPEG bitstream is identical to the original JPEG image. Meanwhile, the file size
can be well preserved after data hiding. Experimental results show that the proposed method has a better
performance than state-of-the-art works.

1. Introduction

Information hiding is a technology that embeds secret bits into a
cover imperceptibly for various purposes, e.g., covert transmission,
copyright protection, multimedia management, etc. Reversible data
hiding (RDH) is a kind of information hiding, which embeds additional
messages into a cover, esp. an image or a video, and guarantees that the
original image/video can be recovered exactly after data extraction.
RDH is useful in managing images on cloud storage. A cloud server can
embed additional messages, e.g., image labels, timestamps, user in-
formation and remarks, into digital images. Since the messages are
attached inside the images, a better management can be achieved, and
the storage overheads of the server can be saved. Meanwhile, the ori-
ginal content can be losslessly recovered before the user’s downloading.

Generally, there are three kinds of RDH methods [1], i.e. the com-
pression based RDH [2–5], the histogram modification based RDH
[6–9], and the expansion based RDH [10–15]. With these methods,
good embedding performance, in terms of visual quality and embed-
ding capacity, can be achieved. However, these methods can only be
used in uncompressed images. In recently years, RDH for JPEG has
attracted much attention, since this format is widely used all over the
world. There are four types of RDH approaches for JPEG images, i.e.,
RDH by quantizing DCT coefficients [16–19], RDH by modifying
Quantization Table [20–22], RDH by modifying Huffman Table
[23–26], and RDH in encrypted JPEG bitstreams [27–29]. Unlike robust
watermarking, RDH is widely used when perfect image reconstruction

and data extraction are emphasized while robustness against malicious
attacks is not considered [29].

While most RDH methods cause image distortion during data em-
bedding [2–23], RDH by modifying Huffman Table surprisingly causes
no distortion to the image content after data embedding [24–26], which
is referred to as the lossless data hiding (LDH). Mobasseri et al. pro-
posed the first LDH for JPEG bitstream by mapping a used variable-
length-code (VLC) to an unused VLC [23]. As this method may result in a
decoding failure, Qian and Zhang proposed a code mapping approach
to overcome this drawback [25]. They construct the code mapping by
modifying the Huffman Table in JPEG header. The used VLC in JPEG
bitstream is then substituted by the mapped unused VLC to represent
additional bits. After embedding, the marked JPEG bitstream can still
be decoded by popular JPEG decoders, and the file size can be kept
unchanged. This embedding algorithm is lossless, since the content of a
marked JPEG image is identical to the original. Another LDH was
proposed in [26] to make a better use of code mapping, in which a
larger payload is achieved. In [24], a bijective mapping algorithm was
proposed to construct a Huffman tree, and the JPEG bitstream is syn-
chronically modified to realize LDH.

Although the methods in [23–26] have good capabilities of loss-
lessly hiding data into JPEG bitstreams, the embedding capacity is quite
small. In this paper, we propose a new strategy of losslessly hiding data
into the JPEG bitstream. By analyzing the relationships between the
used and the unused VLCs, we construct an alternative embedding
based LDH using code mapping and reordering. After data hiding,
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content of the image is identical to the original JPEG image. Mean-
while, the embedding payload is larger, and the file size is preserved.

2. Proposed method

2.1. General framework

The proposed LDH framework is depicted in Fig. 1. We first parse a
JPEG bitstream and reconstruct 162 Huffman codes for AC coefficients,
represented by VLCs. These codes are then classified into 16 categories.
For each category, we build a rule to represent additional bits by
modifying VLCs, including the code mapping and reordering. With this
rule, we embed additional bits into the JPEG bitstream using the al-
ternative embedding. This way, a marked JPEG bitstream is generated.

2.2. VLC classification

For the brevity of description, we only introduce the baseline JPEG
for grayscale images. According to the JPEG standard, A JPEG bitstream
contains a marker start-of-image (SOI), a JPEG header, the entropy-coded
segments (ECS), and a marker end-of-image (SOI). In the JPEG header, the
Quantization Tables and the Defined Huffman Tables (DHT) for DC/AC
coefficients are declared. Each ECS represents the compressed bits of an
8×8 block, containing the Huffman codes and the appended bits of
variable-length-integers (VLI). In JPEG, the DHT includes 162 VLCs for AC
coefficients. Each VLC is represented by the code lengths and run/size
defined in DHT. With these data, the Huffman Table can be re-
constructed. Actually, many codes are not used in a specific compression.

After parsing a JPEG bitstream, we classify all Huffman codes into
two types: the used, and the unused. We further classify 162 VLCs into
16 categories {C1, C2,… , C16}. Each Ci has Li codes of length i, in-
cluding pi used VLCs and qi unused VLCs,
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2.3. Bit representation

After VLC classification, we build a rule for each category to re-
present additional bits. We have two alternative algorithms for bit re-
presentation, including the VLC mapping and the VLC reordering.

2.3.1. Improved VLC mapping
As analyzed in [25,26], the run/size value of an unused VLC can be

modified to the run/size of a used VLC. In other words, several Huffman
codes can be used to represent one run/size. This modification is named
as VLC mapping. Next, we propose an improved VLC mapping algorithm.

We first calculate the number of VLC occurrences in a JPEG bit-
stream. With a descending order of the occurrences, VLCs in each ca-
tegory Ci (i=1, 2,… , 16) are sorted to
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For category Ci′, we construct several mapping sets using a one-to-

(2j− 1) manner. In the standard Huffman table, there are 162 VLCs in
total for AC coefficients, and the largest category is C16 which has 125
VLCs. In one-to-(2j− 1) manner, the maximum j should satisfy
2j− 1≤ 125, so j≤ 6. Let the number of mapping sets in Ci' be mi,j,
where mi,j is integer and mi,j≥ 0 (1≤ j≤ 6). Each set contains one used
VLC and 2j–1 unused VLCs. Hence, each code in a set can be used to
represent a j-bit additional message. According to the number of VLC
occurrences in Ci, the mapping relationships are constructed to max-
imize the embedding capacity ECi,1,
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This is an integer programming problem. The Eq. (1) can be re-
solved by traverse all possible mi,j parameters to find the result. After
solving Eq. (1), the optimal values of mi,j can be identified, and the
optimal code mapping for each category can be constructed.

During constructing the optimal code mapping, an unused VLC can be
arbitrarily mapped to a specific used VLC, producing different combina-
tions of the unused VLCs mapping. This feature can be used to improve the
embedding capacity. In each category, when mapping the unused VLCs to
a specific used VLC, we further use combinations of the unused VLCs re-
present more bits. The number of combinations is equal to
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