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Abstract: Sparse coding method is a powerful tool in many computer vision applications. However, 

due to the combinatorial optimization of sparse coding involving both additive and subtractive 

interactions, the features can cancel each other out with subtraction. And also, in the process of 

independent coding, the locality and the similarity among the instances which be encoded may be lost. 

To solve these problems, an image classification framework by leveraging the Non-negative Matrix 

Factorization and graph Laplacian techniques is presented. Firstly, the Non-negative Matrix 

Factorization is used to constrain both of the codebook and the corresponding coding coefficients 

non-negativity. To preserve the dependence properties of the locality and the similarity among the 

instances, the graph Laplacian regularization is utilized. Then, along with max pooling and spatial 

pyramid matching, we extend our method to Bag-of-Words image representation. Finally, the linear 

SVM is leveraged for image classification. Experimental results show that the proposed method 

achieves or outperforms the state-of-the-art results on several benchmarks. 
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1. Introduction 

In recently years, lots of researchers have turned to the study of image classification, which is one of 

the fundamental problems in computer vision. To address this problem, many image representation 

models have been proposed, among of which the bag of visual words (BoW) model [1] has shown 
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