
 

Accepted Manuscript

Model-Based Learning for Point Pattern Data

Ba-Ngu Vo, Nhan Dam, Dinh Phung, Quang N. Tran, Ba-Tuong Vo

PII: S0031-3203(18)30239-5
DOI: 10.1016/j.patcog.2018.07.008
Reference: PR 6600

To appear in: Pattern Recognition

Received date: 24 November 2017
Revised date: 18 June 2018
Accepted date: 2 July 2018

Please cite this article as: Ba-Ngu Vo, Nhan Dam, Dinh Phung, Quang N. Tran, Ba-Tuong Vo, Model-
Based Learning for Point Pattern Data, Pattern Recognition (2018), doi: 10.1016/j.patcog.2018.07.008

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.patcog.2018.07.008
https://doi.org/10.1016/j.patcog.2018.07.008


ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Model-Based Learning for Point Pattern DataI

Ba-Ngu Voa, Nhan Damb, Dinh Phungb, Quang N. Trana, Ba-Tuong Voa

aCurtin University, Australia
bMonash University, Australia

Abstract

This article proposes a framework for model-based point pattern learning using
point process theory. Likelihood functions for point pattern data derived from
point process theory enable principled yet conceptually transparent extensions
of learning tasks, such as classi�cation, novelty detection and clustering, to point
pattern data. Furthermore, tractable point pattern models as well as solutions
for learning and decision making from point pattern data are developed.
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1. Introduction

Point patterns�sets or multi-sets of unordered points�arise in numerous data
analysis problems where they are commonly known as `bags', e.g. in multi-
ple instance learning [1, 12, 11], natural language processing and information
retrieval (`bag-of-words') [40, 31, 41], image and scene categorization (`bag-of-
visual-words') [14, 48, 61], and in sparse data (`bag-of-features') [13, 30]. A
statistical data model, usually speci�ed by the likelihood function, plays a fun-
damental role in model-based data analysis. However, statistical point pattern
models have not received much attention in the development of machine learning
algorithms for point pattern data.

To motivate the development of suitable likelihood functions for point pat-
terns, let us consider an example in novelty detection. Suppose that apples from
an apple tree land on the ground independently from each other, and that the
daily point patterns of landing positions are also independent. Further, the prob-
ability density, pf , of the landing position, learned from `normal' training data,
is shown in Fig. 1. Since the apple landing positions are independent, following
common practice (see e.g., [40, 31, 41, 14, 9]) the likelihood that the apples land
at positions x1, ..., xm is given by the joint (probability) density p(x1, ..., xm),
which by the independence of the landing positions, is

∏m
i=1 pf (xi).
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