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a b s t r a c t 

Word embedding models are able to accurately model the semantic content of words. The process of ex- 

tracting a set of word embedding vectors from a text document is similar to the feature extraction step 

of the Bag-of-Features (BoF) model, which is usually used in computer vision tasks. This gives rise to the 

proposed Bag-of-Embedded Words (BoEW) model that can efficiently represent text documents overcom- 

ing the limitations of previously predominantly used techniques, such as the textual Bag-of-Words model. 

The proposed method extends the regular BoF model by a) incorporating a weighting mask that allows 

for altering the importance of each learned codeword and b) by optimizing the model end-to-end (from 

the word embeddings to the weighting mask). Furthermore, the BoEW model also provides a fast way 

to fine-tune the learned representation towards the information need of the user using relevance feed- 

back techniques. Finally, a novel spherical entropy objective function is proposed to optimize the learned 

representation for retrieval using the cosine similarity metric. 

© 2018 Elsevier Ltd. All rights reserved. 

1. Introduction 

The textual Bag-of-Words (BoW) representation [1] , is among 

the prevalent techniques used for textual Information Retrieval 

(IR). In the textual BoW model a set of predefined words, called 

dictionary , is selected and then each document is represented by a 

histogram vector that counts the number of appearances of each 

word in the document. Its great success in IR tasks has led a great 

deal of research to be devoted to improve the textual BoW model. 

For example, some techniques focused on pruning the dictionary 

[2] , while other methods on improving the extracted histograms 

by applying a weighting scheme, such as the tf–idf (term fre- 

quency/inverse document frequency) method [1,3,4] . Furthermore, 

other more advanced techniques, such as the Latent Dirichlet Allo- 

cation (LDA) [5] , also use word occurrence statistics to model each 

document as a mixture of topics . 

Word embedding models are capable of extracting 

semantically-enriched representations of words. However, it is 

not straightforward to use them to encode whole documents. 

Perhaps the most commonly used technique to overcome this lim- 

itation is to simply calculate the average word embedding vector 

of a document [6–10] . Also, a few sophisticated techniques, such 

as the Paragraph Vector [11,12] , have been proposed to directly cal- 
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culate embeddings of documents. However, the averaging process 

ignores part of the information that the document contains, while 

the paragraph embedding requires a computationally intensive 

inference step to provide out-of-sample embeddings, which limits 

its applicability. 

In this paper we propose a method that is capable of over- 

coming the aforementioned limitations by using an efficient end- 

to-end trainable text representation scheme that exploits the rep- 

resentation power of semantic-enriched word embeddings and is 

inspired by the well known Bag-of-Features (BoF) model. The pro- 

posed method also aims at providing a link between the textual 

Bag-of-Words model, mainly used by the natural language process- 

ing and information retrieval communities, and the feature-based 

Bag-of-Features model, mainly used by the computer vision com- 

munity. That way, this work paves the way for developing pow- 

erful text representation machines for information retrieval build- 

ing upon the extensive existing research on the BoW-based tech- 

niques [1–5] , as well as on the BoF-based methods [13–18] . 

To better understand the link between the BoW and BoF meth- 

ods, note that the process of extracting a word embedding (fea- 

ture) vector for each word of a document is similar to the fea- 

ture extraction step that is used in order to represent multime- 

dia objects, such as images and videos [19,20] . For example, for 

image recognition/retrieval tasks it is common to extract multiple 

SIFT vectors [21] , from an image and then use the Bag-of-Features 

technique, also known as Bag-of-Visual Words (BoVW), to extract 

a constant dimensionality vector from each image [13,22] . Thus, a 
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text document comprises of a set of feature vectors (word embed- 

dings) in a similar way to an image that comprises of a set of 

visual feature vectors (e.g., SIFT vectors). The pipeline of the BoF 

model can be summarized as follows: 

1. Feature extraction , in which multiple features, such as SIFT de- 

scriptors [21] , are extracted from each object, e.g., image. That 

way, the feature space is formed where each object is repre- 

sented as a set of features. 

2. Codebook learning , in which the extracted features are used to 

learn a codebook of representative features (also called code- 

words ), 

3. Feature quantization and encoding , in which each feature vec- 

tor is represented using a codeword from the learned codebook 

and a histogram is extracted for each object. That way, the vec- 

tor space (also referred to as representation space or histogram 

space in BoF-based dictionary learning literature) is formed, 

where each object is represented by a constant dimensionality 

term/histogram vector, similarly to the vector space model [1] . 

The similarity between extracting a set of word embedding vec- 

tors from a text document and extracting a set of feature vec- 

tors from a multimedia object was noticed quite recently [7,23,24] . 

Exploiting this similarity allows us to use the BoF model to ex- 

tract representations from text documents using the extracted 

word embedding vectors as feature vectors. The application of the 

BoF model in the context of text representation is called Bag-of- 

Embedded Words (BoEW) model. In [24] the BoF model is used to 

encode text documents using the extracted word embedding vec- 

tors, while in [23] , and [7] , Fisher vector encoding was used in- 

stead to represent each document. 

Also, it has been well established that using unsupervised 

algorithms, such as k-means [25] , to learn the codebook of 

the BoF/BoEW representation leads to suboptimal results [14,26] . 

Therefore, the codebook of the BoF/BoEW model must be opti- 

mized towards the task at hand. Although a wide range of methods 

exist for learning discriminative dictionaries, e.g., [14,27–29] , many 

of them produce highly discriminative representations that are not 

always optimal for retrieval tasks. This phenomenon was studied 

and explained in [13] , where an entropy-based retrieval-oriented 

objective function was proposed. In the case of [13] , and [24] , the 

Euclidean distance was used to calculate the entropy. Therefore, 

the learned representation was optimized for retrieval using the 

Euclidean distance. However, in most cases using the cosine simi- 

larity instead of the Euclidean distance significantly increases the 

retrieval precision. Motivated by this observation a new type of 

entropy is proposed in this work, the spherical entropy , that op- 

timizes the representation for retrieval using the cosine similarity. 

In Section 4 it was experimentally demonstrated that this can lead 

to significant improvements in the retrieval precision. 

Furthermore, the BoEW model is extended using a weighting 

mask that allows us to alter the importance of each codeword. 

Note that this is similar to the weighting schemes used in the clas- 

sical BoW schemes, such as the tf–idf. The purpose of using the 

proposed weighting mask is two-fold: a) it allows for further opti- 

mizing the learned representation towards the task at hand and b) 

allows for quickly fine-tuning the representation towards the in- 

formation need of the user using relevance feedback techniques 

[30–32] . The latter is especially important, since a) it provides a 

very fast way to adjust the representation using the user’s feed- 

back without having to re-encode the whole database and b) al- 

lows for optimizing the representation when only a few annotated 

documents are available. 

The main contributions of this paper are briefly summarized 

below. First, the BoF model is adjusted towards representing text 

documents using word embeddings leading to the proposed BoEW 

model. The proposed model utilizes a histogram-space weighting 

mask, inspired by the weighting schemes used in the BoW mod- 

els, that increases the flexibility of the model and allows for fur- 

ther fine-tuning the representation towards different tasks. Also, 

the proposed BoEW model is optimized end-to-end, i.e., all the pa- 

rameters of the model (the word embedding, the codebook, the 

scaling factor and the weighting mask) are simultaneously learned 

using the proposed spherical entropy objective, which optimizes 

the learned representation for retrieval using the cosine similarity. 

Furthermore, two different optimization algorithms are proposed 

for the BoEW model: a) an offline algorithm for optimizing the 

representation using an annotated set of documents and b) a rel- 

evance feedback algorithm that allows for quickly optimizing the 

representation and re-querying the database using the feedback 

from the user. Finally, both algorithms are evaluated using three 

collections of text documents from a diverse range of domains and 

it is demonstrated that they can both increase the retrieval preci- 

sion and reduce the size of the extracted representation (increas- 

ing the retrieval speed and reducing the storage requirements) for 

both in-domain and out-of-domain retrieval tasks. 

The rest of the paper is structured as follows. The related 

work is discussed in Section 2 and the proposed method is pre- 

sented in Section 3 . The experimental evaluation of the proposed 

method is presented in Section 4 and conclusions are drawn in 

Section 5 . Finally, note that a reference implementation of the pro- 

posed method will be provided at http://github.com/passalis/boew 

to enable other researcher easily use and extend the proposed 

technique. 

2. Related work 

Early text retrieval approaches used the term frequency/inverse 

document frequency (tf–idf) method to represent documents as 

vectors. Then, relevant documents can be retrieved by measur- 

ing the similarity between a query vector and document vectors 

stored in the database (vector space model) [1] . Several methods 

were subsequently developed building upon this model, ranging 

from tf–idf variants and extensions, such as [3,4] , to more ad- 

vanced topic-based analysis techniques, e.g,. Latent Semantic In- 

dexing (LSI) [33] , Probablistic Latent Semantic Indexing (PLSI) [34] , 

and Latent Dirichlet Allocation (LDA) [5] . 

Even though the aforementioned techniques were used with 

great success for several information retrieval tasks [1] , they ignore 

part of the semantic relationships between the words that com- 

pose the dictionary (the term vectors are equidistant to each other 

and, thus, fail to capture the semantic similarity between different 

words). This problem gave rise to word embedding models, such as 

[35] and [36] , where each word is mapped to a dense real-valued 

vector that captures the semantic properties of the corresponding 

word and encode the underlying linguistic patterns. That is, vec- 

tors that correspond to words with similar meaning are closer to 

each other than vectors for words with irrelevant semantic con- 

tent. Among the most well known word embedding models is the 

word2vec model [35] , and the GloVe model [36] . Both use unsu- 

pervised algorithms to learn word embeddings either by predict- 

ing the words in a given window or by using word co-occurrence 

statistics. In contrast to these methods, the proposed approach 

concerns document representation instead of learning embeddings 

of individual words. 

However, it is not straightforward to use word embeddings to 

represent a document that is composed of multiple words. Among 

the most commonly used, yet naive, approaches is to average all 

the word embedding vectors that correspond to the words that a 

document contains. Even though this approach is widely used in 

many natural language processing tasks [6–10] , the averaging pro- 

cess leads to loss of valuable information that a document con- 

tains. To overcome this limitation, Paragraph Vector [11,12,37] , and 

http://github.com/passalis/boew


Download English Version:

https://daneshyari.com/en/article/6938793

Download Persian Version:

https://daneshyari.com/article/6938793

Daneshyari.com

https://daneshyari.com/en/article/6938793
https://daneshyari.com/article/6938793
https://daneshyari.com

