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a b s t r a c t

In this paper, multimodal deep learning for solar radio burst classification is proposed. We make the first
attempt to build multimodal learning network to learn the joint representation of the solar radio
spectrums captured from different frequency channels, which are treated as different modalities. In order
to learn the representation of each modality and the correlation and interaction between different
modalities, autoencoder together with the structured regularization is used to enforce and learn the
modality-specific sparsity and density of each modality, respectively. Fully connected layers are further
employed to exploit the relationships between different modalities for the joint representation gen-
eration of the solar radio spectrums. Based on the learned joint representation, solar radio burst clas-
sification is performed. With the validation on the constructed solar radio spectrum database, experi-
mental results have demonstrated that the proposed multimodal learning network can effectively learn
the representation of the solar radio spectrum, and improve the classification accuracy.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Solar radio astronomy is an emerging interdisciplinary field of
radio astronomy and solar physics. The discovery of radio waves
from the Sun provides a new window to exploit and investigate
the solar atmosphere, as new information about the Sun can be
obtained. With proper devices, the properties of the solar corona
are much more easily depicted with the captured signals at radio
wavelengths. As solar radio telescopes have improved a lot in
recent years, fine structures in solar radio bursts can thus be easily
and accurately detected. In this study, in order to analyze the solar
burst behavior, we use the data obtained by solar broadband radio
spectrometer (SBRS) of China [1] which is a solar dedicated radio
spectrometer for capturing solar radio strength along time over
multiple frequency channels in the microwave region. Its func-
tionality is to monitor the solar radio bursts in the frequency range
of 0.7–7.6 GHz with time resolution of 1–10 ms. It consists of five
“component spectrometers”, which work in five different wave
bands (specifically 0.7–1.5, 1.0–2.0, 2.6–3.8, 4.5–7.5, and 5.2–
7.6 GHz wave bands). As SBRS monitors the solar radio bursts in
daytime, it produces massive data about the solar radio

information. However, the solar activity researchers are only
interested in the data reflecting the burst activity of the Sun in the
massive data. However, the data reflecting the Sun burst activity is
very rare (1% of the captured data). Moreover, the data is always
accompanied with the interference during the capturing process.
As such, it is of heavy labor for human to identify whether the data
contains burst information or not timely. To the end, analyzing the
captured data automatically (burst or not) are highly demanded
and beneficial to the solar radio astronomy study.

Nowadays, with the available massive data, especially visual
data including images and videos, many algorithms have been
developed to learn the representation with unsupervised and
supervised methods for the tasks of visual, classification [14,18],
localization [24], and so on. Recent progresses on deep learning [2]
have demonstrated state-of-the-art performances in a wide vari-
ety of tasks, including visual recognition [3,4], audio recognition
[5,6], natural language processing [7], cross modality relationship
[17,15,19], and so on. These techniques are super powerful because
they are capable of learning useful features directly from both
unlabeled and labeled data to avoid the need of hand-engineering.
For solar radio spectrums, we also have massive data. Firstly, a
large amount of the captured solar radio spectrums are unlabeled,
most of which do not contain the burst information of Sun. Sec-
ondly, the professional experts who have the knowledge of solar
physics are employed to label some of our captured data, which is
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time intensive and labor intensive. In this paper, we apply the
deep learning, specifically the multimodal deep learning on the
massive data of solar radio spectrums. The powerful ability of the
deep network is expected to learn the inherent structural infor-
mation of the solar radio spectrums for an effective and automatic
classification of solar radio spectrums.

There are several kinds of disciplines for realizing unsupervised
learning of deep neural networks for the massive data, such as
Boltzmann machine, autoencoder (AE). AE is an unsupervised
learning algorithm that applies back-propagation by setting the
target values to be equal to the inputs. AE tries to learn a function
which makes the input similar to the output of the function. In
other words, it is trying to learn an approximation to the identity
function, so as to output of the network that is similar to the input.
The identity function seems a particularly trivial function to be
trying to learn. But by placing constraints on the network, such as
by limiting the number of hidden units, interesting structure about
the data can be learnt. Therefore, AE is very helpful for repre-
sentation learning of data, including visual data. The variances of
AE, such as denoising AE [8] and stacked AE (SAE) [9] were also
developed widely. In [10], the authors proposed an automatic
dimensionality reduction to facilitate the classification, visualiza-
tion, communication, and storage of high-dimensional data
through an adaptive, multilayer encoder network to transform the
high-dimensional data into a low-dimensional code and a similar
decoder network to recover the data from the code. Using random
weights as the initialization in the two networks, they can be
trained together by minimizing the discrepancy between the ori-
ginal data and its reconstruction. Then the representation can be
learned in an unsupervised manner. The network is also named as
deep belief network (DBN). With the achievements of these
learning methods, we can learn the representation of the solar
radio spectrum even better than [11], which will be employed for
further solar radio spectrum analysis, such as clustering, classifi-
cation, and so on. However, Both AE and DBN, as well as their
variants, treat the input signals equally. If the network takes dif-
ferent signals as the input, the characteristics between different
input modalities cannot be distinguished. Thus the interaction and
contributions between different modality inputs cannot be well
exploited and captured.

For solar radio spectrums, the signals are captured from dif-
ferent frequency channels, which depict the Sun's activity from
different perspectives. In this paper, we firstly employ the multi-
modal learning method, specifically the AE with the structured
regularization, to learn the representation of the solar radio
spectrum by distinguishing the contribution of each modality. By
further stacking more fully connected (FC) layers, the joint
representation of the solar radio spectrums is generated, which is
input to the softmax layer for classification. By evaluating the
constructed multimodal network on the solar radio spectrum
database, the experimental results demonstrate that the multi-
modal learning method can effectively analyze the solar radio
spectrum.

The rest of the paper is organized as following. In Section 2, a
multimodal learning architecture is introduced. In Section 3, a
deep neural network based on the multimodal learning archi-
tecture is proposed to classify the solar radio spectrum. Section 4
gives the experimental results on representation learning and
classification. And the final section concludes the paper.

2. Multimodal learning architecture

We propose a multimodal learning architecture for the purpose
of solar radio burst classification, which is illustrated in Fig. 1. The
proposed multimodal learning architecture takes different

numbers and types of modalities as the input and generates their
joint representation for the targeted task, such as classification.
The proposed multimodal learning model needs to adequately
learn the representation of each individual modality. Most
importantly, the inter-modality relationships and interactions
need to be accurately captured to generate the joint representa-
tion. As illustrated in Fig. 1, our proposed multimodal learning
model relies on AE with the structured regularization to model
each modality individually and jointly capture their interactions.
Afterwards, several FC layers are stacked and employed to non-
linearly transform the intermediate representation to the final
joint representation for the specific target task. The benefits of the
introduced FC layers are twofold. Firstly, the multiple FC layers
with the nonlinear activation function will increase the non-
linearity of our proposed multimodal learning architecture, which
will further make the final decision function (such as classifica-
tion) more discriminative [18]. Secondly, the multiple modalities
can interact more closely with each other through layers of FC
nonlinear transformation. As such, the proposed multimodal
learning model learns the multimodal abstractive representations
from the detailed information contained in each modality.

We formulate the proposed multimodal learning architecture
as:

νjr ¼ f nt ⋯ f 1t f SRðx1; x2;…; xmÞ
� �� �� �

ð1Þ

where νjr is the final learned joint representation from the input
with m different modalities x1; x2;…; xm. fSR takes the input dif-
ferent multiple modalities and learns their intermediate repre-
sentations. f 1t ;…; f nt are the following n FC layers, which are
stacked together and transform the intermediate representation
learned from fSR to the final joint representation νSR. As illustrated
in Fig. 1, fSR is realized by the AE together with the structured
regularization in this paper. AE aims at transforming the input
signal into output signal with the smallest distortions. AE treats
each node of the input signal equally by performing the mapping
process from the input to the output. As such, the different con-
tributions of different modalities to the nodes of the output signal
cannot be well learned and captured. However, different mod-
alities may contribute differently to the specific task. In order to
overcome this limitation and fully exploit the contributions and
interactions between different modalities, the structured regular-
ization is introduced to AE, which makes the proposed multimodal
learning network distinguish different modalities with individual
treatments for the intermediate representation. Moreover, our
proposed multimodal learning network can be trained greedily
layer by layer, as such stacking architecture ensures the scalability
of the learning ability. On one hand, as aforementioned more
nonlinear transformation layers can help improve the nonlinearity

... ...……
Modality1 ModalityN

…

joint representation

multimodal input

AE with Structured
Regularization

FC Layer

FC Layer

…
Fig. 1. The framework of the multimodal learning architecture.
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