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a b s t r a c t

Mutual information (MI) based approaches are a popular paradigm for feature selection. Most previous
methods have made use of low-dimensional MI quantities that are only effective at detecting low-order
dependencies between variables. Several works have considered the use of higher dimensional mutual
information, but the theoretical underpinning of these approaches is not yet comprehensive. To fill this
gap, in this paper, we systematically investigate the issues of employing high-order dependencies for
mutual information based feature selection. We first identify a set of assumptions under which the
original high-dimensional mutual information based criterion can be decomposed into a set of low-
dimensional MI quantities. By relaxing these assumptions, we arrive at a principled approach for con-
structing higher dimensional MI based feature selection methods that takes into account higher order
feature interactions. Our extensive experimental evaluation on real data sets provides concrete evidence
that methodological inclusion of high-order dependencies improve MI based feature selection.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Feature selection is an important task in data mining and
knowledge discovery. Effective feature selection can improve
performance while reducing the computational cost of learning
systems. In this paper, we focus on mutual information (MI) based
feature selection, which is a very popular filter paradigm. Com-
pared to wrapper and embedded approaches [1], filter methods,
such as those based on the MI criteria, are generally less opti-
mized, but possess the major advantage of being learning-model
independent and also typically less computationally intensive.

MI based feature selection is concerned with identifying a
subset S of m features fX1;…;Xmg within the original set X of M
features in a data set, that maximizes the multidimensional joint
MI between features and the class variable C, defined as

IðS;CÞ9
X

X1 ;…;Xm ;C

PðX1;…;Xm;CÞlog PðX1;…;Xm;CÞ
PðX1;…;XmÞPðCÞ

ð1Þ

This criterion possesses a solid theoretical foundation, in that
the MI can be used to write both an upper and lower bound on the
Bayes error rate [2,3]. Nevertheless, the problems of estimating
high-dimensional joint MI, and more generally estimating high-

dimensional probability distribution, especially from small sam-
ples, are long-standing challenges in statistics. Therefore, a rich
body of work in the MI-based feature selection literature
approaches this difficulty by approximating the high-dimensional
joint MI with low-dimensional MI terms. A particularly popular
and successful class of methods makes use of the following cri-
terion, which is the combination of low-dimensional MI terms
known as ‘relevancy’ and ‘redundancy’,

f ðXmÞ9 IðXm;CÞ�β
X
Xj AS

IðXm;XjÞ ð2Þ

Under this framework, the features are often selected in an
incremental manner: given a set S of m�1 already selected fea-
tures fX1;…;Xm�1g, the next feature Xm is selected so that f ðXmÞ is
maximized. The term IðXm;CÞ measures the relevancy of Xm to the
class variable C, while

P
Xj ASIðXm;XjÞ quantifies the redundancy

between Xm and the selected features in S, and β plays the role of a
balancing factor. Many MI-based feature selection heuristics can
be shown to be variations of (2) [3], including highly influential
methods such as the Mutual Information Feature Selection (MIFS)
criterion (βA ½0;1�) [4], and the Minimum Redundancy Maximum
Relevance (MRMR) criterion (β¼ 1=jSj ) [5].

It is noted that the two-dimensional MI can only detect pairwise
variable interactions, either between two features or between a
feature and the class variable. More complicated variable interac-
tions cannot be identified with the two-dimensional MI. Fig. 1
provides an illustrative example of two variables (switches) that
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jointly control the target variable (the lamp). Knowing the state of
either switch alone provides no information about whether the
lamp is on or off. Only the joint state of both switches provides
comprehensive knowledge on the state of the lamp. The pairwise
mutual information cannot detect this type of multi-variable
interaction.

To address this shortcoming, several works have considered the
use of higher-dimensional MI quantities, such as the joint rele-
vancy IðXiXj;CÞ [6], the conditional relevancy IðXi;C jXjÞ [3] and the
conditional redundancy IðXi;Xj jCÞ [7]. Brown et al. [3] showed
that many such proposed methods can fit within the para-
meterized criterion:

JðXmÞ9 IðXm;CÞ�β
X
Xj AS

IðXm;XjÞþγ
X
Xj AS

IðXm;Xj jCÞ: ð3Þ

For example, the Joint Mutual Information (JMI) criterion [6] can
be obtained with β¼ γ ¼ 1=jSj . The Conditional Informative Fea-
ture Extraction (CIFE) criterion [8] is obtained with β¼ γ ¼ 1. The
extended MRMR criterion [9] is a special case when β¼ γ. The
objective in (2), including MRMR and MIFS, are clearly special
cases where γ ¼ 0. These methods can detect higher order variable
dependencies, in particular those between two features and the
class variable. However, all the mentioned criteria were hand-
crafted and their theoretical underpinning is not well understood.
In particular, (i) in retrospect, we would like to understand how
these criteria are related to the original full joint MI criterion in (1),
and (ii) moving forward, we would like to leverage this under-
standing to design higher-order MI based feature selection
methods in a more systematic and methodological manner. Recent
work has partially elucidated the former question [10,3], while to
our knowledge, the latter question has not been investigated.

Contributions: To address the identified gap, in this paper, we
study the connection between the low-dimensional MI based cri-
teria, such as the ones in (2) and (3), and the ultimate high-
dimensional MI objective in (1). The benefit of such an investigation
is two-fold: (i) to establish the theoretical underpinnings for heur-
istics based on (2) and (3), and (ii) to inspire a systematic and
methodological development of higher-dimensional MI-based fea-
ture selection techniques by relaxing the identified assumptions.
We take a first step towards this direction by proposing several
novel MI based feature selection approaches that take into account
higher-order dependency between features, in particular three-way
feature interaction IðXi;Xj jXkÞ. Our extensive experimental evalua-
tion shows that systematic inclusion of higher-dimensional MI
quantities improves the feature selection performance.

2. Assumptions underlying low-dimensional MI-based feature
selection heuristics

Our first goal in this paper is to strive for a more comprehen-
sive understanding of the theoretical underpinnings behind var-
ious MI based feature selection heuristics. Several recent works
have partially addressed this question. Balagani and Proha [10]
identified a set of assumptions underlying the objective (2) while
Brown et al. [3] investigated the assumptions underlying the more
general objective (3). In this section, we continue to develop

further along these lines, while making some new connections
between the previous work.

In [10], Balagani and Proha set out to identify the conditions
under which the high-dimensional MI in (1) could be decomposed
exactly as a sum of low-dimensional relevancy and redundancy MI
terms, i.e.,

IðS;CÞ �
Xm
i ¼ 1

IðXi;CÞ�
Xm
i ¼ 2

X
jo i

IðXi;XjÞ ð4Þ

They showed that under the following three assumptions, the
identity (4) holds true.

Assumption 1. The selected features fX1;X2;…;Xm�1g are inde-
pendent, i.e.,

PðX1;X2;…;Xm�1Þ ¼ ∏
m�1

i ¼ 1
PðXiÞ ð5Þ

Assumption 2. The selected features fX1;X2;…;Xm�1g are con-
ditionally independent given the feature Xm, i.e.,

PðX1;X2;…;Xm�1 jXmÞ ¼ ∏
m�1

i ¼ 1
PðXi jXmÞ: ð6Þ

Assumption 3 (Naive Bayes independence assumption). Each fea-
ture independently influences the class variable, i.e.,

PðXm jX1;…;Xm�1;CÞ ¼ PðXm jCÞ: ð7Þ

We will argue here briefly that, of these three assumptions,
Assumption 1 is a strong condition. More specifically, the condi-
tion in (5) implies that all features in S are pairwise independent,
indeed

8Xi;XjAS : PðXi;XjÞ ¼
X

S⧹fXi ;Xjg
PðX1;X2;…;Xm�1Þ

¼
X

S⧹fXi ;Xjg
PðX1ÞPðX2Þ…PðXm�1Þ ¼ PðXiÞPðXjÞ

Furthermore, since at design time, it is not possible to anticipate
which features of X will be selected in S, it is necessary that all
features in the original feature set X are also pairwise independent,
for the identity (4) to hold true on any selected subset of X. There-
fore, with this assumption, we effectively have IðXi;XjÞ ¼ 0 8 ia j,
implying that the incremental objective in (2) reduces to the sim-
plistic objective of f ðXmÞ ¼ IðXm;CÞ, i.e., selecting the m-th highest
ranking feature, in terms of the MI shared with C, without taking
into account the redundancy with the selected features.

2.1. An alternative view

In this section, we present an alternative view on the issue of
approximating high-dimensional MI with low-dimensional MI
terms. First, note that even if the high-dimensional MI were easily
estimable, the problem of identifying a subset S that shares the
maximal MI with C remains a challenging combinatorial optimi-
zation problem without known efficient solution. An exhaustive
search will be of Oð2MÞ time complexity, while restricting the
maximum size of S to koM will reduce the cost to OðMkÞ, but will
still be expensive. As such, an obvious iterative greedy strategy is
to select one feature at a time: given the set S¼ fX1;…;Xm�1g of
m�1 already selected features, the m-th feature is chosen max-
imizing the following objective function:

arg max
Xm AX⧹S

IðS [ Xm;CÞ ð8Þ

We will now try to understand under what conditions, low-order
MI based heuristics such as MRMR and MIFS in (2) will produce

Fig. 1. An example of high-order variable interaction.
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