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a b s t r a c t

Online learning is very important for processing sequential data and helps alleviate the computation
burden on large scale data as well. Especially, one-pass online learning is to predict a new coming
sample's label and update the model based on the prediction, where each coming sample is used only
once and never stored. So far, existing one-pass online learning methods are globally modeled and do not
take the local structure of the data distribution into consideration, which is a significant factor of
handling the nonlinear data separation case. In this work, we propose a local online learning (LOL)
method, a multiple hyperplane Passive Aggressive algorithm integrated with online clustering, so that all
local hyperplanes are learned jointly and working cooperatively. This is achieved by formulating a
common component as information traffic among multiple hyperplanes in LOL. A joint optimization
algorithm is proposed and theoretical analysis on the cumulative error is also provided. Extensive
experiments on 11 datasets show that LOL can learn a nonlinear decision boundary, overall achieving
notably better performance without using any kernel modeling and second order modeling.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

We are concerning the one-pass online learning without
keeping any tracks of passed samples. The key idea is to update
current model by retaining the new learned model close to the
current one and meanwhile imposing a margin separation on the
most recent sample. After prediction and updating current model,
the sample is abandoned, which means it could not be used for
training again. Therefore, one-pass training reduces the consum-
ing of memory so greatly that it is very practical in some cir-
cumstances. For example, a closed-circuit television camera with
very limited resources is allowed to learn from video stream in
one-pass manner to enhance its performance of recognition.
Hence, one-pass online learning reduces the burden of the learn-
ing system and makes machine learning models more applicable
and flexible.

One of the most widely known one-pass online learning
methods is the first-order Passive-Aggressive (PA) method [1],
which updates a marginal classifier according to the feedback of

the prediction of each sequential data point. In order to explicitly
consider the uncertainty of weights of linear classifier, confidence-
weighted (CW) learning [2] as well as its variants soft confidence-
weighted (SCW-I, SCW-II) [3], adaptive regularization of weight
vectors (AROW) [4] have been recently investigated. However, the
Passive-Aggressive and its related confidence-weighted learning
methods still assume that samples are almost linearly separable,
which is not always true since data points are always nonlinearly
separable in the original input space.

To address the nonlinear separation problem in online learning,
there are indeed some nonlinear algorithms, but not all of them
are one-pass based. These algorithms include direct application of
kernel trick on online linear classifiers [5,6], budget-based online
models [7–10], and kernel approximation mapping based models
[11] by using random Fourier features or Nyström method. How-
ever, limitations exist in these methods, including (1) memory
overflow after processing a large amount of data due to keeping
historical wrong classified samples as support vectors (SVs) in
[5,6], (2) large computational burden caused by processing on SVs
in the budget in [7–10], and (3) data-independence and not
adaptation to data stream in [11].

In offline learning, besides kernelizing linear classification
models to solve the linearly non-separable problems, local classi-
fiers have also been investigated recently to assign data samples to
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a set of prototypes and then infer the weights for model combi-
nation of local classifiers. Locally linear support vector machine
(LLSVM) [12], and local deep kernel learning (LDKL) [13] were
proposed to solve non-linear classification tasks using aweighted
combination of multiple local hyperplanes, whose weights can be
determined by local coding. As an extreme, the 1-nearest proto-
type classifier (1-NN) [14] combines prototype learning and
nearest neighbor search to perform classification. Local classifiers
has better adaptability to various types of data distribution than
kernel classifiers, and the advantage of combining local classifiers
is to avoid kernel modeling, so as to avoid computational expen-
sive for large scale data. However, existing works mentioned above
are not specifically designed for online learning tasks. Hence how
to derive online local learning and how local online approach
works for on-the-fly classification are still unknown.

In this paper, we propose a novel online approach by jointly
learning multiple local hyperplanes to nonlinearly process
sequential data in an one-pass manner. In particular, we extend
the single hyperplane Passive-Aggressive method to a multiple
local hyperplanes one. All local hyperplanes will be connected by a
common component and optimized simultaneously. In our mod-
eling, the local specific components of hyperplanes allow our
model to make more accurate prediction locally (i.e. sensitive to a
probe data point), while the common component shared by these
local hyperplanes alleviates the over-fitting caused by the local
information. A novel optimization algorithm is proposed and the
theoretical relationship between the single and multiple hyper-
plane Passive Aggressive algorithms is derived from the aspect of
cumulative error. We call our proposed model the local online
learning (LOL) method. Our method achieves notable better per-
formance on various tasks, especially on multi-class classification
tasks, such as Multi-PIE Identity recognition of 249 subjects,
achieving more than 95% accuracy and at least 13% higher than the
compared methods. The details will be discussed in the experi-
ment section (Section 5).

It is indeed that there are related online developments in pat-
tern recognition such as online tracking [15], online face recogni-
tion [16,17], incremental object matching [18], and online action
recognition [19]. There are also works on using sequential algo-
rithm to learn a classifier when only limited source is available for
computation such as [20]. However, these models are not gen-
erally designed to make themselves be applicable for other
applications, or they only conduct the learning when the size of
dataset is increasing but are not one-pass based suitable for
locality sensitive classification. Compared to these work, we aim to
learn an online classifier for general purpose and make it suitable
for one-pass online learning.

The remainder of this paper is organized as follows: Section 2
briefly reviews the related one-pass online learning algorithms.
Sections 3 and 4 detail the proposed local online learning algo-
rithms and the corresponding theoretical analysis. Experimental
results are presented in Section 5. Finally we draw the conclusion
in Section 6.

2. Related work

2.1. Passive Aggressive algorithm (PA)

Like Perceptron [21], the first order Passive-Aggressive algo-
rithm (PA)[1] focuses on learning linear classification model for
each new sample xARd, formed as

gðxÞ ¼ signðwTxÞ; ð1Þ
where sign function outputs the prediction label ð�1 or þ1Þ of
the input and w is a weight vector. Passive-Aggressive method

aims to use the pre-learned globally linear hyperplane to guide the
prediction of new observed sample xt labeled with ytAf�1;1g at
time step t by solving the following problem:

wtþ1 ¼ arg min
w

1
2
Jw�wt J2 s:t: ℓpaðw; ðxt ; ytÞÞ ¼ 0 ð2Þ

where wt is the model/hyperplane at time step t before update.
Here, ℓpa is the hinge loss function, i.e. ℓpaðw; ðxt ; ytÞÞ ¼
maxf0;1�yt �wTxtg. In practice, a non-negative slack variable ξ is
introduced so that the above optimization problem becomes

wtþ1 ¼ arg min
w

1
2
Jw�wt J2þCξ; s:t: ℓpaðw; ðxt ; ytÞÞrξ and

ξZ0 ð3Þ
where C is a positive parameter. This optimization problem can be
understood as searching a new optimal hyperplane that does not
differ from the current one too much in order to meet the loss
constraint with respect to a new input sample. The solution of the
problem (3) is given by

wtþ1 ¼wtþηtytxt ; ηt ¼min C;
ℓpa

Jxt J2

� �
ð4Þ

where ηt is the learning rate. Obviously, Passive-Aggressive
method learns a globally linear decision function without con-
sidering the local distribution of data.

2.2. Confidence weighted online learning algorithm family

Confidence weighted algorithm (CW) [2], soft confidence
weighted algorithms (SCW-I, SCW-II) [3] and adaptive regular-
ization of weight vectors (AROW) [4] were proposed to explore the
underlying structure of features. Confidence-weighted learning is
actually inspired by Passive-Aggressive learning but holds a
Gaussian distribution assumption over the weights. Confidence
weighted algorithm assumes that a Gaussian distribution with
mean μARd and covariance matrix ΣARd�d is imposed on linear
weights . The distribution is obtained by minimizing the Kullback–
Leiber divergence between the new distribution (parameterized
by N ðμtþ1;Σtþ1Þ) and the old one (parameterized by N ðμt ;ΣtÞ) in
a Passive-Aggressive way, forcing the probability of accurate pre-
diction of current sample xt greater than a threshold η below

ðμtþ1;Σtþ1Þ ¼ arg min
ðμ;ΣÞ

DKLðN ðμ;ΣÞ;N ðμt ;ΣtÞÞ s:t: Prw � N ðμ;ΣÞ½yt

� ðwTxtÞZ0�Zη
ð5Þ

The problem (5) has a solution of the following form:

μtþ1 ¼ μtþαtytΣtxt ; Σtþ1 ¼Σt�βtΣtxT
t xtΣt ð6Þ

Soft confidence-weighted (SCW-I, SCW-II) [3] and adaptive reg-
ularization of weight vectors (AROW) [4] are extensions of con-
fidence weighted algorithm [2], sharing the same update form but
with different rules to learn the coefficients. These methods model
the globally linear weight with a distribution and thus introduce
variations of linear hyperplanes into the modeling. However, this
modeling is still globally linear.

2.3. Online kernel (approximation) algorithms

Inspired by the successful application of kernel tricks [22] to
enhance the linear classifiers, some researchers intend to employ
kernel tricks for online linear classifier learning. Correspondingly,
a lot of kernel approximation methods have been developed to
reduce the computational complexity caused by the employment
of kernel tricks [23,24]. However, these method need to keep all
historical wrong classified samples as support vectors (SVs).
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