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Highlights

• Investigate K-means clustering for large collections of
sparse vectors of high dimensionality.

• Proposed utilizing the inverted list data-structure to im-
prove run-time of K-means.

• Heuristics proposed for initial centroid selection and cen-
troid updates.

• Proposed approach outperforms the run-time of K-means
by up to 35x on a collection of 14M tweets.



Download English Version:

https://daneshyari.com/en/article/6940145

Download Persian Version:

https://daneshyari.com/article/6940145

Daneshyari.com

https://daneshyari.com/en/article/6940145
https://daneshyari.com/article/6940145
https://daneshyari.com

