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a b s t r a c t 

In this paper, we review recent progresses in the area of mining data from multiple data sources. The 

advancement of information communication technology has generated a large amount of data from dif- 

ferent sources, which may be stored in different geological locations. Mining data from multiple data 

sources to extract useful information is considered to be a very challenging task in the field of data min- 

ing, especially in the current big data era. The methods of mining multiple data sources can be divided 

mainly into four groups: (i) pattern analysis, (ii) multiple data source classification, (iii) multiple data 

source clustering, and (iv) multiple data source fusion. The main purpose of this review is to systemat- 

ically explore the ideas behind current multiple data source mining methods and to consolidate recent 

research results in this field. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

The advancement of information communication technology 

has generated a large amount of data from different sources, which 

may be stored in different geological locations. Each database may 

have its own structure to store data. Mining multiple data sources 

[1–3] distributed at different geological locations to discover use- 

ful patterns are critical important for decision making. In particu- 

lar, the Internet can be seen as a large, distributed data repository 

consisting of a variety of data sources and formats, which can pro- 

vide abundant information and knowledge. 

Data from different sources may seem irrelevant to each other. 

Once information generated from different sources is integrated, 

new and useful knowledge may emerge. Here is an excellent ex- 

ample of how an organization to utilize mining data from different 

data sources to obtain profound information, which cannot obtain 

from an individual source. 

The Australian Taxation Office (ATO) mines data from differ- 

ent data sources such as social media posts, private school records 

and immigration data to detect tax cheats. Mining data from dif- 

ferent data sources become a sophisticated tool to crackdown tax 
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cheats that yielded nearly $10 billion in 2016 [4] . For example, in 

a normal Australian family, the husband has a business and re- 

ported $80,0 0 0 of taxable income per year, putting him just in- 

side the second-lowest tax bracket, and his wife reported earning 

$60,0 0 0 per year. But the data collected from different data sources 

revealed that the family had three children at private schools at 

an estimated cost of $75,0 0 0 per year, while immigration records 

and social media posts showed that the family had recently taken 

five business-class flights and a holiday in a Canadian ski resort, 

Whistler. It means their declared incomes did not match their 

lifestyle. This prompted ATO to contact them to confirm if they 

have unpaid taxes. From the above example, we can see that devel- 

oping an effective data mining technique for mining from multiple 

data sources to discover useful information is crucially important 

for decision making. 

However, how to efficiently mine quality information from mul- 

tiple data sources is a challenging task for current research [5–9] , 

especially in the current big data era, because in real world appli- 

cations, data stored in multiple places often have conflictions [10] . 

The conflictions include: (i) data name conflictions: (a) the same 

object has different names in different data sources, or (b) two 

different objects from different data sources may have the same 

name; (ii) data format conflictions: the same object in different 

data sources has different data types, domains, scales, and preci- 
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sions; (iii) data value confliction: the same object in different data 

sources records different values; (iv) data sources confliction: dif- 

ferent data sources have different database structures. 

In order to overcome these conflictions, four effective ap- 

proaches have been adopted to mine useful information and dis- 

cover new knowledge from multiple data sources: (i) pattern anal- 

ysis [11–14] , which mining useful patterns and information from 

one data source or several data sources in accordance with chang- 

ing conditions constraints or relationships; (ii) multiple data source 

classification, which labels data sources according to a certain stan- 

dard, then classifies them by their labels; (iii) multiple data source 

clustering, which clusters data sources according to their similar- 

ities/distances; (iv) multiple data source fusion, which combines 

data from multiple data sources to achieve higher accuracy and 

more specific ratiocinations. Based on these three approaches, we 

can mine useful information from multiple data sources to discover 

new knowledge according to individual needs. 

The main purpose of this review is to systematically overview 

current multiple source data mining methods and to consolidate 

recent research results in this field. In this paper, the pattern anal- 

ysis approaches for multiple data sources are reviewed first, and 

the approach of multiple data source classification and clustering 

is reviewed after that. Then, mining multiple data sources using 

data fusion is reviewed. The rest of this paper is organized as 

follows. Section 2 shows typical methods of multiple data source 

mining using pattern analysis, while Section 3 is about multiple 

data source classification and clustering. Section 4 describes meth- 

ods of multiple data source fusion. Finally, Section 5 provides con- 

clusions and discussions. 

2. Key methods for pattern analysis 

In this section, we will describe different methods of pattern 

analysis on multiple data sources. Pattern analysis on multiple data 

sources is a process of mining valuable information or extract- 

ing hidden predictive information from different databases. Pat- 

terns existing in multiple data sources can be categorized as lo- 

cal patterns and global patterns. A pattern identified from a mono- 

database can be seen as a local pattern, while a global pattern has 

to be determined based on all the obtained local patterns from 

multiple data sources [15–17] . Correspondingly, two mainstream 

methodologies of pattern analysis are developed, named local pat- 

tern analysis and global pattern analysis, which will be discussed 

as follows. 

2.1. Local pattern analysis 

Local patterns analysis is a process of identifying patterns from 

a mono-database, which can efficiently extract knowledge from 

the mono-database [18] . Based on previous studies [19–25] , we 

can summarize the local pattern analysis methods into three cate- 

gories: association rule mining, sequential pattern mining, and oth- 

ers. 

2.1.1. Association rule mining 

Association rule mining is a process of discovering the probabil- 

ity of the co-occurrence of items in a database. Association rules 

express the relationships between co-occurring items, which are 

often used to analyze sales transactions. Association rule mining is 

also known as market basket analysis. There are four parameters 

used to describe an association rule: support, confidence, expected 

confidence, and lift. 

For example, a transaction database of a supermarket records 

the number of customers on a given day is 10 0 0. Among them, 

there are 100 customers bought both bread and milk, the support 

of bread → milk (bread and milk are two itemsets, bread → milk 

presents an association rule between bread and milk) is 10%. If 40% 

of customers who bought bread will also buy milk, then the confi- 

dence of bread → milk is 40%. If there are totally 200 customers 

bought milk in the given day, then the expected confidence of 

bread → milk is 20%. Thus, the lift of bread → milk is 40%/20% = 2. 

While the support measures the importance of an association 

rule, the confidence measures the accuracy of an association rule. 

The support can reflect the representativeness of an association 

rule. Although some association rules have high confidences, their 

supports are very low, which means these association rules have 

little chance of being practical so that they are also unimportant. 

The expected confidence of an association rule can be seen as 

the support of an itemset without the influence of other itemsets, 

while the lift of an association rule is the ratio of confidence to 

expected confidence, which is used to describe how one itemset 

affects another itemset. In general, the lift of a useful association 

rule should be greater than 1. Only when the confidence of an as- 

sociation rule is greater than its expected confidence, it shows a 

correlation between these two itemsets (i.e., one itemset has a pro- 

moting effect on another itemset), otherwise, this association rule 

is meaningless. 

According to the definition above, any two itemsets in a trans- 

action can have an association rule between them. In fact, users 

are only interested in the association rules that satisfy a certain 

support and confidence. Therefore, a support-confidence frame- 

work is used to mine the correlations between itemsets in the lo- 

cal databases. Two thresholds, the minimum support and the min- 

imum confidence, specify the minimum requirements of a mean- 

ingful association rule. 

Association rule mining consists of two phases: (i) In the first 

phase, all the high frequent itemsets are identified. (ii) In the sec- 

ond phase, association rules are generated from the high frequent 

itemsets. It has been extensively studied to identify the relation 

existing in databases between itemsets [26] . 

A classical algorithm of association rule mining named Apri- 

ori algorithm is presented by Agrawal and Srikant [27] , which is 

used for mining frequent itemsets and relevant association rules. 

A key concept in the Apriori algorithm is the anti-monotonicity of 

the support measure. It assumes that: (i) All subsets of a frequent 

itemset must be frequent. (ii) For any infrequent itemset, all its su- 

persets must be infrequent. The algorithm can be divided into two 

phases. In the first phase, it applies minimum support to find all 

the frequent sets with k items in a database. In the second phase, it 

uses the self-join rule to find the frequent sets of k + 1 items with 

the help of frequent k -itemsets. Repeat this process from k = 1 to 

the point when we are unable to apply the self-join rule. The Apri- 

ori algorithm can find the relationship between items in a database 

and it is the first efficient and practical algorithm for association 

rule mining. But it needs to generate a large number of candidate 

itemsets and repeatedly scan the entire database. 

A Frequent-Pattern tree structure called FP-tree is presented by 

Han et al. in [28] , which is constructed by (i) Scan a database to 

get all the frequent itemsets and their respective support in the 

database, sorting frequent items in frequent itemsets in a descend- 

ing order of their support values. (ii) Create the root node and 

scan the database again. Then select the frequent items and sort 

them in the order of frequent itemsets. It is used for collecting 

compacted and important information about frequent patterns. Ac- 

cording to FP-tree, a corresponding method called frequent-pattern 

growth algorithm is proposed for mining the complete set of fre- 

quent patterns [28] . The proposed method can efficiently avoid the 

process of candidate generation-and-test, and it can cut down the 

time cost of frequent pattern mining. However, the algorithm may 

have a challenge when encountering graph-based patterns or noise 

samples. 
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