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a b s t r a c t 

This paper addresses the problem of unsupervised object localization in an image. Unlike previous super- 

vised and weakly supervised algorithms that require bounding box or image level annotations for training 

classifiers, we propose a simple yet effective technique for localization using iterative spectral clustering. 

This iterative spectral clustering approach along with appropriate cluster selection strategy in each itera- 

tion naturally helps in searching of object region in the image. In order to estimate the final localization 

window, we group the proposals obtained from the iterative spectral clustering step based on the percep- 

tual similarity, and average the coordinates of the proposals from the top scoring groups. We benchmark 

our algorithm on challenging datasets like Object Discovery and PASCAL VOC 2007, achieving an average 

CorLoc percentage of 51% and 35% respectively which is comparable to various other weakly supervised 

algorithms despite being completely unsupervised. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

Object localization is an important computer vision problem 

where the task is to estimate precise bounding boxes around all 

categories of the objects present in the given image. Due to the 

intra-class variations, occlusion, and background clutter present in 

real-world images, this becomes a challenging problem to solve. 

Object localization is useful in several image understanding tasks 

like separating foreground from background, object recognition, 

and segmentation. Previous fully-supervised approaches relied on 

sliding window search in order to search for an object in an im- 

age. Because of their inefficiency in terms of speed, several effi- 

cient sub-window search algorithms were proposed which work 

quite well in localizing the object in an image [21] . However, these 

techniques require strong supervision in the form of manually- 

annotated bounding boxes on locations of all the object categories 

in an image. Acquiring such human annotations for training accu- 

rate classifiers is a cumbersome task and is prone to human er- 

rors. As a result, supervised techniques for object localization do 

not prove to be useful in resource restricted settings. In order to 

overcome the huge manual effort s required in annotating objects 

in the image in supervised learning algorithms, several weakly su- 

pervised approaches were proposed. Rather than bounding box an- 

notations of target instances, weakly supervised learning focuses 

on image level labeling which is based on the presence/absence of 

target object instances in an image [9,15,18,24,36] . Though these 
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techniques work well in terms of localization accuracy, they still 

require human annotation efforts especially when the training data 

is large. 

In an effort to make the task of object localization completely 

unsupervised, various object co-localization algorithms were pro- 

posed which try to localize an object across multiple images 

[6,16,19,29,35] without any supervision. As co-localization algo- 

rithms assume that each image has the same target object instance 

that needs to be localized [16,19] , it imports some sort of supervi- 

sion to the entire localization process thus making the entire task 

easier to solve using techniques like proposal matching [6] and 

clustering [37] across images. In contrast to these works, the work 

presented in this paper focuses on localizing a single object in- 

stance in an image in a completely unsupervised fashion. To the 

best of our knowledge, there is no previous work that tries to solve 

this problem in an unsupervised way. Unlike previous colocaliza- 

tion algorithms, in this work we do not make any assumptions like 

that in co-localization algorithms, thus making the entire problem 

more practical as well as challenging. Further, it is an important 

problem to be addressed because of the following reasons: (1) The 

proposed work is an unsupervised approach for object localization. 

As mentioned previously, all the manual labour required in anno- 

tating data with accurate bounding box regions around the target 

object instances will not be required, which saves the resources 

as well as training time. (2) Apart from being fully automatic and 

unsupervised, our technique is easy to fit in the current state-of- 

the-art object recognition pipelines like RCNN [14] . Thus unlike the 

current system, we do not need to classify each of the thousands 

of object proposals individually. Instead, we can localize the object 
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directly in the input test image and then provide this localized ob- 

ject to the CNN pipeline that will classify the object appropriately. 

Such a type of functionality is not available with co-localization 

techniques. This restricts their applicability in real-world scenarios. 

To solve this problem in an unsupervised manner, we start with 

extracting thousands of object proposals from the input image us- 

ing an off-the-shelf object proposal algorithm [38,44] . We then try 

to filter out a number of object proposals effectively in such a way 

that after the entire proposal filtering process, a good set of object 

proposals that contain the object are retained. In order to achieve 

this, we formulate the problem as an undirected graph problem 

and perform spectral clustering on the constructed graph. This will 

split the set of proposals that can be discriminated based on the 

selected feature space. However, one iteration of spectral cluster- 

ing would not be enough to filter the proposals by a significant 

amount. As a result, we repeat the process for a number of iter- 

ations after selecting an appropriate cluster for subsequent parti- 

tioning. We compute a cluster score after each iteration and select 

the cluster that has a higher score for further partitioning in the 

next iteration and discard all the proposals in the cluster which 

has a lower score. After this filtering step, we then estimate the fi- 

nal localized window by grouping the proposals based on the per- 

ceptual similarity among the proposals. We then pick top scoring 

groups and take the mean of coordinates of proposals present in 

that groups in order to get the final localized window. 

The main contributions of this paper are summarized as fol- 

lows: (1) A completely unsupervised object localization algorithm 

for an image containing a single object is presented and bench- 

marked on challenging datasets like Object Discovery [27] and PAS- 

CAL VOC 2007 [12] . (2) An iterative spectral clustering approach 

along with an appropriate cluster selection strategy is proposed 

which naturally helps to search for an object region in an image. 

This entire process takes place in a completely unsupervised fash- 

ion. (3) Proposal grouping technique is proposed which helps in 

estimating the final localized window in the image. 

2. Related work 

Previous works in object localization are described below based 

on the decreasing order of supervision. 

Supervised approaches for object localization involves sliding 

window approaches that apply a classifier subsequently to subim- 

ages, thus obtaining a classification map. Indicator of the object re- 

gion is obtained from the classification map as the region with the 

maximum score. As an average size image will have a lot of pixels, 

scanning all of them and deriving the classification map is a com- 

putationally expensive task. Lampert et al. [21] and Villamizar et al. 

[40] tried to come up with a more efficient solution by proposing 

an efficient subwindow search for object localization which does not 

suffer from the above mentioned drawbacks. This scheme helps to 

optimize the quality function over all the possible subregions of 

the image with fewer classification evaluations and thus making 

the algorithm run in linear time or faster. Blaschko and Lampert 

[3] introduced the concept of global and local context kernels that 

tries to combine different context models into a single discrimina- 

tive classifier. Sermanet et al. [30] proposed an integrated frame- 

work for image classification, localization and detection. They ef- 

ficiently implemented a multiscale and sliding window approach 

within a convolutional neural network (CNN). They treat localiza- 

tion as a regression problem where the final layer is involved in 

predicting the coordinates of the bounding box. This entire system 

is trained end-to-end with bounding box annotations from the Im- 

ageNet dataset [20] . 

Weakly-supervised approaches for localization can be divided 

into 4 categories: (i) Exhaustive search technique [18,24,25,43] , 

(ii) multiple instance learning [7,13,26,33,39,41] , (iii) inter-intra- 

class modelling [9,10,28,34,42] , and (iv) topic model [32,35] . Ex- 

haustive search techniques try to learn discriminative sub-window 

classifiers from the weakly labelled data and then based on 

the scores of the most discriminative local regions of the im- 

age, they try to estimate the final localization window. Multiple- 

instance learning approaches try to learn various object cate- 

gories from the bag of positive and negative labelled images. Dif- 

ferent multiple-instance learning algorithms try to exploit vari- 

ous aspects associated with the image. For example, Wang et al. 

[41] tries to model the latent categories of the image like sky 

and grass in order to improve the overall localization accu- 

racy. Vijayanarasimhan and Grauman [39] proposed an alterna- 

tive learning approach where they trained robust category mod- 

els from images returned by keyword-based search engines. In 

order to improve the quality of the object regions, along with 

the inter-class models, researchers also model intra-class relations 

to improve the similarity of the regions within the same object 

class. 

Co-localization approaches: Tang et al. [37] proposed an 

image-box formulation for solving object co-localization problem, 

where they simultaneously localize object of the same class across 

a set of images. Cho et al. [6] generalized the task of object local- 

ization by relaxing the condition that each image should contain 

the object from the same category. Kim and Torralba [19] proposed 

an iterative link analysis technique in order to estimate the ROI in 

the image. Grauman and Darrell [16] proposed a colocalization ap- 

proach based on the partial correspondences and the clustering of 

local features. 

Iterative Spectral Clutering: There are few works in the lit- 

erature about recursive spectral bipartitioning [1,2,17] which have 

tried to come up with many variants of spectral partitioning 

approach. But most of the works target VLSI CAD applications 

[1] because of which it is difficult to model these algorithms 

for computer vision problems. Moreover, conventional spectral 

partitioning approaches has proved to give excellent results for 

many computer vision problems [31] because of which we build 

our iterative spectral partitioning approach over simple spectral 

clustering. 

3. Proposed approach 

In this section, we describe the entire pipeline of our approach. 

The summary of the pipeline is shown in Fig. 1 . 

3.1. Object proposals extraction and scoring 

We generate object proposals from the input image using an 

off-the-shelf object proposal algorithm known as the EdgeBoxes 

[44] , which generates object proposals based on the edge infor- 

mation present in the image. After the extraction of object pro- 

posals B = { b 1 , b 2 , . . . , b N } from the image I , we score each pro- 

posal based on the probability that the region contains an object. 

Here, we extract N = 10 0 0 object proposals. Edgeboxes algorithm 

ranks each proposal based on objectness score s obj , which are com- 

puted from the edge contour information within the proposal. We 

combine this objectness score of each proposal with the saliency 

score in order to compute the overall score of each proposal. In 

order to do this, we compute the saliency map S of the input 

image I using the saliency algorithm proposed by Margolin et al. 

[23] . From the saliency map S , we compute the average saliency 

score for each object proposal s sal . After this, the overall score s i 
for a proposal is computed as s i = s ob j × s sal , where i = 1 to N . 

As a result, proposals that have high objectness score and those 

that cover the salient region of the image will have high overall 

score. 
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