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a b s t r a c t

Face alignment is a key component of face recognition system, and facial landmark points are widely
used for face alignment by a number of face recognition systems. However, inaccurate locations of
landmark points bring about spatial misalignment which degrades the performance of face recognition
systems. In order to alleviate this problem, we propose a simple and efficient data augmentation ap-
proach, which uses artificial landmark perturbation to generate a huge number of misaligned face
images, to train Deep Convolutional Neural Networks (DCNN) models robust to landmark misalignment.
In our experiments, three types of facial landmark-based face alignment methods are applied to train
DCNN models on CASIA-WebFace training database. Experimental results on Labeled Faces in the wild
database (LFW) and YouTube Faces database (YTF) verify the effectiveness of our approach.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

Automatic face recognition is an important vision task in many
practical applications such as identity verification, intelligent visual
surveillance and immigration automated clearance system. According
to different application scenarios, it can be classified into two different
tasks: face verification and face identification. The former aims to
determine whether a given pair of face images is from the same
person or not, while the latter is to recognize the person from a set of
gallery face images and find the most similar one to the probe sample.
Many approaches [1–4] have been proposed to improve the face
verification performance in unconstrained environments and some of
them have exhibited impressive results. For example, Schroff et al. [4]
achieved 99.63% face verification accuracy on LFW database [5], which
surpasses human accuracy of 97.53%. However, a good verification
performance cannot guarantee a good identification performance. Hua
et al. [6] concluded that some algorithms have already achieved im-
pressive verification performance on LFW database but get poor
performance in identification problem in real environment. In addi-
tion, there are still many factors which affect the face recognition
performance, such as occlusions, poses, and expressions.

In face recognition systems, face alignment, which tends to warp
face images into predefined canonical template, is very critical. Tra-
ditionally, facial landmark points are usually used for face alignment
and accurate positions of facial landmark points are critical for good
recognition performance [7–9]. According to the locations of landmark
points, face images can be aligned to predefined canonical template.
For instance, Sun et al. [10] aligned face images by using similarity
transformation according to the several detected predefined landmark
points. Berg et al. [7] incorporated piecewise transformation for face
alignment. Taigman et al. [11] introduced a 3D face frontalization
method according to the 67 landmark points of 2D face image. If
landmark points are accurately located, faces can be well warped and
each part of faces from different images will have a good correspon-
dence between each other, which favors feature extracting and feature
matching. However, facial landmark detection algorithms are seriously
affected by several factors, such as blurring, pose, lighting, expression
and occlusion. Fig. 1 shows some examples of misalignment. For a
128�128 face image, the alignment error of one landmark point may
be up to more than 5 pixels.

Recently, DCNN based feature representation methods, such as
FaceNet [4], DeepId [10] and DeepFace [11], have beenwidely used in
face recognition tasks and have shown impressive results in un-
constrained environment. Convolutional neural networks (CNN) was
first proposed by LeCun et al. in [12] for handwritten code recogni-
tion. With large amounts of training data and computation resources
such as GPU, since 2012, DCNN have become prevalent and variants
of DCNN have been designed in image processing area. For example,
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Krizhevsky et al. [13] trained a large and deep convolutional network
to classify images and achieved excellent recognition accuracy in
ILSVRC-2012 competition [14]. Meanwhile, the architectures of DCNN
, such as NIN [15], GoogLeNet [16] and VGG [17], tend to be much
deeper and wider, leading to enormous parameters of the network.
From Table 1, we can learn that GoogLeNet with 27 layers almost has
16,373K parameters. Thus, training a large DCNN is difficult because
it is easy to be over-fitting or even divergency. As shown in Fig. 2,
with large network and limited training data, even though the
training error is continuously decreasing with increasement of epo-
ches, the test error is increasing after several epoches. A large num-
ber of strategies have been proposed to address this problem. On the
one hand, different regularization methods have been adopted to
DCNN training, such as Dropout [18], Maxout [19] and DropConnect
[20]. On the other hand, collecting more training data can essentially
deal with this problem. Better performance can be achieved with
more training data, however, it is difficult and expensive to collect a
large number of labeled data. Therefore, data augmentation strate-
gies, such as flipping [13], cropping [13,21], color casting [22] and
blurring [23], have been proposed, which artificially generate large
number of visual training data, and experimental results show that
data augmentation can help the trained model get a strong gen-
eralization ability to unseen but similar patterns in the training data.

Inspired by data augmentation methods, we propose a simple and
efficient landmark perturbation-based data augmentation method to
alleviate the problem of misalignment. It automatically perturbs the
landmark positions to generate a huge number of misaligned face
images to train DCNN model, examples of landmark perturbation are
shown in Fig. 3. There are some prior works similar to our work. In
[24], the authors used several data augmentation methods to generate
more training data, including flipping, shifting, rotation, scaling and
cropping. In [25], data augmentation were used in augmentation of
landmark points. Besides flipping and rotation, the authors also added
Gaussian noise to the raw landmark points to generate more ex-
amples. Although related, our approach is different from previous ones
in several ways: we can automatically generate different kinds of
images (e.g., translation, rotation, scaling and shear) by using land-
mark perturbation-based data augmentation without complex com-
posing of different data augmentation methods; different from [25]
which just augments landmark points and extracts geometry feature
of landmark points for facial expression recognition, we use the per-
turbed landmark points for face alignment and aim to generate more
face images with misalignment for DCNN training; and experimental
results on LFW [5] and YTF [26] show that the DCNN models trained
by our method are robust to misalignment and significantly improve
the face recognition rates.

The rest of this paper is organized as follows. Section 2 reviews
some related previous works. Section 3 presents our data augmenta-
tion approach. Experimental setup and results are presented in Sec-
tion 4. Section 5 offers our conclusions.

2. Related work

The curse of misalignment in face recognition was first proposed
by Shan et al. in [27], which systematically evaluated Fisherface's

sensitivity to misalignment problem by perturbing the eye coordinates
and revealed that imprecise localization of the facial landmarks would
abruptly degenerate the Fisherface system. Additionally, misalign-
ment, which enlarges the within-class scatter and reduces the be-
tween-class scatter to some degree, increases the difficulties of face
recognition. Many face recognition methods suffer frommisalignment
problem. Sparse representation-based classification (SRC) [28], which
seeks a sparse linear representation of the probe images over the
training images, is also sensitive to misalignment. Feature encoding
methods, such as Fisher vector [29] and Hierarchical Gaussianization
Vector [30], also need well-aligned images as the input.

In order to overcome the curse of misalignment problem, large
number of methods have been proposed. Shan et al. [27] proposed

Fig. 1. Examples of misalignment face alignment.

Table 1
The architecture of the GoogLeNet.

Name Type Filter size/
stride

Output size Depth #Params

Conv11 Convolution 7�7/2 64�64�64 1 2.7K
Pool1 Max pooling 3�3/2 32�32�64 0
Conv21 Convolution 3�3/1 32�32�192 2 112K
Pool2 Max pooling 3�3/2 16�16�192 0
Inception3a Inception 16�16�256 2 159K
Inception3b Inception 16�16�480 2 480K
Pool3 Max pooling 3�3/2 8�8�480 0
Inception4a Inception 8�8�512 2 364K
Inception4b Inception 8�8�512 2 437K
Inception4c Inception 8�8�512 2 463K
Inception4d Inception 8�8�528 2 580K
Inception4e Inception 8�8�832 2 840K
Pool4 max pooling 3�3/2 4�4�832 0
Inception5a Inception 4�4�832 2 1072K
Inception5b Inception 4�4�1024 2 1388K
Pool5 Avg pooling 5�5/1 1�1�1024 0
Linear1 Fully connection 1�1�10,575 1 10,575K
Cost Softmax 1�1�10,575 0

Total 22 16,373K

Fig. 2. The error curves of training set and test set with increasing of epoches.
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