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a b s t r a c t

We present a survey of optimality conditions in optimality function form and discuss their role in estab-
lishing that discretized optimal control problems are consistent approximations to the original optimal
control problems.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

The numerical solution of optimal control problems requires
the discretization of the dynamics. This can be done using the Euler
method, see, for example Polak (1997), the Runge–Kuta method, as
in Schwartz and Polak (1996), both of which lead to dynamics in
difference equation form, or using a collocation technique, such
as the one using pseudo-spectral factorization techniques, see,
e.g. Betts (2009), Gong, Kang, and Ross (2006), Kang, Gong, and
Ross (2007), which approximate the control and states by polyno-
mial expansions. In either case, the resulting approximating prob-
lems are nonlinear programming problems. An important question
that must be answered when a discretization scheme is proposed
is whether, as the discretization is refined, the optimal solutions
of the discretized problems converge to optimal solutions of the
original optimal control problem, and whether the stationary
points of discretized problems converge to stationary points of
the original optimal control problem.

Then it is true that the optimal solutions of the discretized prob-
lems converge to optimal solutions of the original optimal control
problem, and the stationary points of discretized problems converge
to stationary points of the original optimal control problem, as the
discretizations are refined, we will say that the discretized problems
are consistent approximations to the original problem.

Sufficient conditions for the convergence of the optimal solu-
tions of the discretized problems to solutions of the original prob-
lem can be established within the framework of epiconvergence,
see, e.g., Polak (1997), Rockafellar and Wets (1997). Depending

on the specific discretization scheme chosen, this may be a rela-
tively straightforward task, as in the case Euler discretizations,
see Polak (1997), or technically quite challenging, as in the case
of spectral factorizations (Kang et al., 2007).

Stationary points are points that satisfy a first-order optimality
condition. Showing that stationary points of finite dimensional dis-
cretized optimal control problems converge to stationary points of
the original, infinite dimensional optimal control problem, requires
compatibility of the characterization of their stationary points. The
classical optimality conditions for nonlinear programming prob-
lems are the Karush–Kuhn–Tucker and the F. John conditions
(see, e.g. Polak, 1997), while in the case of an infinite number of
constraints (as in the case of trajectory constraints), i.e., semi-infi-
nite optimization problems, in a form that involves the subgradi-
ents of max functions, see, e.g., Polak (1997). Stationary points of
optimal control problems are usually characterized in terms of
the Pontryagin Maximum principle in its various forms, see, e.g.,
Pontryagin, Boltianski, Gramkrelidze, and Mischenko (1962),
Vinter (2000). Since there is no such thing as Pontryagin variations
in finite space, it quickly becomes clear that the above mentioned
optimality conditions are incompatible. Hence it is necessary to
use optimality conditions which, formally, have the same structure
for both finite and infinite dimensional problems. As we will see,
optimality functions turn out to be the perfect tool for this purpose.

After briefly considering the concept of consistent approxima-
tions, we will proceed with our primary task: that of surveying
optimality functions for numerical optimal control.

2. Problem in abstract form

Let S be a normed space, let f 0 : S! R be a cost function, and let
C � S be a constraint set, where S = C is possible. Consider the
infinite dimensional problem
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P minff 0ðzÞjz 2 C � Sg: ð1aÞ

Next, for i = 1, 2, . . ., let Si � S be a sequence of nested finite dimen-
sional subspaces of S, with the dimension of Si growing to infinity as
i ?1, and [i2NSi dense in S.

Next, let f 0
i : Si ! R!1 be a sequence of cost functions, and let

Ci � Si, i = 1, 2, 3, . . . be a sequence of finite dimensional constraint
sets. We can now define the sequence of finite dimensional
approximating problems Pi, i = 1, 2, 3, . . ., as follows,

Pi min f 0
i ðzÞjz 2 Ci

� �
: ð1bÞ

Definition 1. We say that the sequence of problems fPig1i¼0 is a
sequence of consistent approximations to the problem P if the global
minimizers of the Pi converge to global minimizers o P and the
stationary points (which can be local minimizers) of the Pi

converge to stationary points (which can be local minimizers) of
P. h

A sufficient condition for global minimizers of the Pi to
converge to global minimizers of P is given by the concept of
epiconvergence.

Definition 2.

(a) We define the epigraphs of f0, restricted to C, and of f 0
i ,

restricted to Ci, by

Epiðf 0jCÞ , fðz0; zÞ 2 R� Cjz0 P f 0ðzÞg ð2aÞ
Epi f 0

i jCi
� �

, fðz0; zÞ 2 R� Cijz0 P f 0
i ðzÞg ð2bÞ

(b) We say that the problems Pi epiconverge to the problem P, if
Epi f 0

i jCi
� �

! Epiðf 0jCÞ, as i ?1, i.e.,
(i) For any sequence f�zig1i¼0 such that �zi 2 Epi f 0

i jCi
� �

, if
�zi ! �z�, as i ?1, then �z� 2 Epiðf 0jCÞ, and

(ii) for any �z 2 Epiðf 0jCÞ there exists a sequence f�zig1i¼0, with
�zi 2 Epi f 0

i jCi
� �

, such that �zi ! �z. h

The above definition is a bit awkward to use in practice and
hence one often prefers to rely on the following alternative
characterization, see Polak (1997), Rockafellar and Wets (1997):

Theorem 3. The epigraphs Epi f 0
i jCi
� �

; i ¼ 1;2;3; . . . converge to the
epigraph Epi(f0jC), if and only if

(a) for every z 2 C, there exists a sequence fzigi2N, with zi 2 Ci, such
that zi ? z, as i ?1; and lim sup f 0

i ðziÞ 6 f 0ðzÞ;
(b) for every infinite sequence {zi}i2K, with K � N, such that zi 2 Ci,

for all i 2 K, and zi ?
Kz, as i ?1, z 2 C; and

lim infK f 0
i ðziÞ P f 0ðzÞ. h

Fig. 1 illustrates epiconvergence.

Theorem 4. If the problems Pi epiconverge to P and ẑi is a global
minimizer of Pi, i = 1, 2, 3, . . ., such that ẑi ! ẑ, then ẑ is a global
minimizer of P. Furthermore, the optimal values f 0

i ðziÞ, of the Pi,
converge to the optimal value f 0ðẑÞ of P. h

Thus, epiconvergence provides a convenient sufficient condition
for ensuring that global minimizers and global minimum values of
the approximating problems converge to global minimizers and
the global minimum value of the original problem.

Next we turn to local minimizers, or, more exactly, stationary
points. Proofs of results, quoted below, can be found in Polak
et al. (1993), and Polak (1997).

Definition 5. Let R� , fy 2 Rjy 6 0g.

(i) If h : S! R�; hi : Si ! R�; i ¼ 1;2;3; . . . are continuous
functions such that for any local minimizer ẑ of
P; hðẑÞ ¼ 0, and for any local minimizer ẑi of Pi; hiðẑÞ ¼ 0,
then we say that h (�), hi(�) are optimality functions.

(ii) If ẑ 2 C is such that hðẑÞ ¼ 0, then we say that ẑ is a stationary
point of P. If ẑ 2 Ci is such that hiðẑÞ ¼ 0, then we say that ẑ is
a stationary point of Pi. h

We can now make again use of the concept of epiconvergence,
as follows:

Theorem 6. Suppose that the functions h : S! R� and
hi : Si ! R�; i ¼ 1;2;3; . . . are optimality functions for P and Pi,
respectively.

If Epi(�hijSi) ? Epi(�hjS) and ẑi is a stationary point of Pi, i = 1, 2,
3, . . ., such that ẑi ! ẑ, then ẑ is a stationary point of P. h

In fact, one can show that if fzigi2N are such that zi 2 Ci; zi ! ẑ,
as i ?1, and hi(zi) ? 0, as i ?1, then hðẑÞ ¼ 0, i.e., that progres-
sively better approximations to stationary points of the Pi converge
to a stationary point of P.

3. Optimal control: Euler discretization

First we consider optimal control problems as optimization
problems with cost functions and constraints depending only on
the control variable u, since the state is determined by the control
via the dynamics. We begin by defining a space for the controls, in
which we are guided by two considerations. First, since controls
are usually pointwise bounded, the controls must be in L1 and since
we need to have gradients, which implies a Hilbert space, the space
we adopt is a pre-Hilbert space which is a cross between L1 and L2,
as follows.

Let

Lm
1;2½0;1� , Lm

1½0;1�; h�; �iL2
; k � kL2

� �
; ð3aÞ

We begin by defining cost and constraint functions.
Let F0 : Rn ! R; Uj : Rn � ½0;1� ! R, and G : Rn ! Rr be C1 func-

tions. Let f 0 : Lm
1;2½0;1� ! R and

/j : Lm
1;2½0;1� � ½0;1� ! R; j 2 q , f1;2; . . . ; qg be defined by

f 0ðuÞ , F0ðxuð1ÞÞ; ð3bÞ
/jðu; tÞ , UjðxuðtÞ; tÞ; ð3cÞ
gðuÞ , Gðxuð1ÞÞ; ð3dÞ

where xu(t) is the solution of the differential equation

_xðtÞ ¼ hðxðtÞ;uðtÞÞ; t 2 ½0;1�; xð0Þ ¼ n; ð3eÞ

C
CN

Epigraph of f (.)

x 0

x

Epigraph of f N (.)

Fig. 1. Convergence of approximating epigraphs.
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