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a b s t r a c t

Context: Adaptive random testing (ART), originally proposed as an enhancement of random testing, is
often criticized for the high computation overhead of many ART algorithms. Mirror ART (MART) is a novel
approach that can be generally applied to improve the efficiency of various ART algorithms based on the
combination of ‘‘divide-and-conquer’’ and ‘‘heuristic’’ strategies.
Objective: The computation overhead of the existing MART methods is actually on the same order of
magnitude as that of the original ART algorithms. In this paper, we aim to further decrease the order
of computation overhead for MART.
Method: We conjecture that the mirroring scheme in MART should be dynamic instead of static to deliver
a higher efficiency. We thus propose a new approach, namely dynamic mirror ART (DMART), which incre-
mentally partitions the input domain and adopts new mirror functions.
Results: Our simulations demonstrate that the new DMART approach delivers comparable
failure-detection effectiveness as the original MART and ART algorithms while having much lower com-
putation overhead. The experimental studies further show that the new approach also delivers a better
and more reliable performance on programs with failure-unrelated parameters.
Conclusion: In general, DMART is much more cost-effective than MART. Since its mirroring scheme is
independent of concrete ART algorithms, DMART can be generally applied to improve the
cost-effectiveness of various ART algorithms.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

Software testing has been widely acknowledged as a mainstream
technique for assessing and improving software quality. One basic
approach to testing is to randomly generate test cases from the set
of all possible program inputs (namely the input domain). Though
very simple, random testing (RT) is still considered as one of the
state-of-the-art testing techniques, along with other more compli-
cated and systematic testing methods [1,2]. RT may be the unique
testing method that can be used for both operational testing
(where the software reliability is estimated) and debug testing
(where software failures are actively detected with the purpose
of removing relevant bugs) [3]. Despite the controversies in the
effectiveness of RT as a debug testing method [4], it has been pop-
ularly used to test various systems, such as UNIX utility programs

[5], Windows NT applications [6], Java Just-In-Time compilers [7],
embedded software systems [8], SQL database systems [9].

Besides the applications of RT into different domains, much
research has been conducted on how to improve its effectiveness
in detecting failures. Adaptive random testing (ART) [10] is one
major approach to enhancing RT. The basic idea of ART was
motivated by the common observation made by researchers from
different areas: The failure-causing inputs (i.e., program inputs that
can reveal failures) tend to be clustered into contiguous failure
regions [11–14]. Given that the failure regions are contiguous, the
non-failure regions should also be contiguous. In other words,
adjacent program inputs show a certain degree of similarity in
failure-revealing behaviors. According to this intuition, Chen
et al. [10] conjectured that test cases should be evenly spread
across the whole input domain for achieving high failure-
detection effectiveness, and proposed ART to implement the notion
of ‘‘even spread’’. Since the inception of ART, many ART algorithms
have been proposed, such as fixed-sized-candidate-set ART
(FSCS-ART) [10], lattice-based ART (LART) [15], and restricted
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random testing (RRT) [16]. ART has also been applied to test various
programs [17–19].

Previous studies [10,15–19] have shown that ART can use fewer
test cases than RT to detect the first software failure. However, the
high computation overhead of many ART algorithms brings severe
criticism and limits ART’s adoption in practice [20]. In order to
improve the testing efficiency of ART, many overhead reduction
strategies have been proposed [21–26]. Among these strategies, a
well-studied testing method is mirror adaptive random testing
(MART) [21], which is a novel approach based on the combination
of ‘‘divide-and-conquer’’ and ‘‘heuristic’’ strategies. MART first
divides the whole input domain into equal-sized disjoint subdo-
mains. Then, one subdomain is chosen as the source domain while
others as the mirror domains. MART generates test cases in the
source domain according to one existing ART algorithm, and then
maps each test case from the source domain into the so-called mir-
ror test cases in the mirror domains. As shown in previous studies
[21,27], MART can reduce computation overhead of the original
ART algorithms while maintaining similar failure-detection
effectiveness.

However, the computation overhead of the existing MART
methods actually has the same order of magnitude as that of the
original ART algorithms. For example, one ART algorithm,
FSCS-ART, has the computation overhead of Oðn2Þ for generating
n test cases. According to previous investigations [21], the MART
based on the original FSCS-ART algorithm requires about
Oðn2=m2Þ time to generate n test cases, where m is the number
of subdomains. In other words, the computation overhead of
MART based on FSCS-ART is also in the quadratic order.

In this paper, we propose an enhanced MART method, namely
dynamic mirror adaptive random testing (DMART), which divides
the input domain incrementally along the testing process. The sim-
ulation results indicate that compared with original MART and ART
algorithms, DMART requires much less computation overhead
while delivering comparable failure-detection effectiveness. Our
empirical studies further show that the new method also has a bet-
ter and more reliable performance than original MART algorithms
on real-life programs especially when there exist some input
parameters that are not related to failures.

The paper is organized as follows. Section 2 introduces some
background information of ART and MART. Section 3 discusses
drawbacks of MART, and then proposes our new DMART method.
Section 4 reports our experimental studies, which examine the
computational overhead and failure-detection effectiveness of
the new approach. The experimental results are given in
Section 5. Section 6 discusses the threats to validity of our study.
Section 7 presents some related work. Section 8 summarizes the
paper.

2. Background

2.1. Adaptive random testing

Similar to RT, adaptive random testing (ART) [10] also randomly
generates program inputs from the input domain. However, ART
makes use of additional criteria to choose inputs as test cases in
order to evenly spread test cases over the input domain. There
are many criteria to guide the selection of test cases, one criterion
of which is by distance. Fixed-sized-candidate-set ART (FSCS-ART)
[10] is one typical algorithm of ART by distance. FSCS-ART uses
two test case sets, the executed set denoted by E and the candidate
set denoted by C ¼ fc1; c2; . . . ; ckg. E contains all test cases which
were already executed without revealing any failure; while C con-
tains k randomly generated inputs, where k is assigned by testers
before testing and keeps unchanged throughout the testing

process. An input in C will be chosen as the next test case in E if
it has the longest distance to its nearest neighbor in E.

Previous simulations and empirical studies [10,15,16] have
demonstrated that the failure-detection effectiveness of ART is bet-
ter than that of RT in terms of detecting the first software failure
using fewer test cases. However, there exists a criticism [20] of
ART due to the high computation overhead of many ART algo-
rithms. For example, FSCS-ART requires Oðn2Þ time to generate n
test cases.

2.2. Mirror adaptive random testing

As discussed before, many ART algorithms may face the criti-
cism of high computation overhead. To improve the efficiency of
ART, Chen et al. [21] proposed a novel overhead reduction strategy,
namely mirror adaptive random testing (MART), which could be
generally applied to many existing ART algorithms.

Before testing, MART first divides the input domain into some
disjoint and equal-size subdomains, and then assigns one subdo-
main as the source domain while others as the mirror domains.
After that, MART applies original ART algorithm in the source
domain to generate a test case tc (namely source test case). Then,
MART uses a function to map tc from the source domain into all
mirror domains, to construct other test cases (namely mirror test
cases).

According to previous studies [21,27], there are three major
components of the mirroring scheme in MART, namely mirror parti-
tioning, mirror function, and mirror selection order.

2.2.1. Mirror partitioning
Suppose that the dimension of the input domain is d P 1. In

MART, each coordinate of the input domain is divided into ui P 1
ði ¼ 1;2; . . . ; dÞ parts of the equal length. Totally, the input domain
is partitioned into u1 � u2 � � � � � ud subdomains. Fig. 1 shows some
simple ways of mirror partitioning that could be used for MART with
the 2-dimensional input domain. Since the use of a large number of
mirror domains ‘‘may introduce duplicated test case patterns’’ (i.e.,
the distribution of test cases is duplicated in each subdomain) that
‘‘may destroy the overall randomness of test case selection’’, a small
number of mirror domains would be more appropriate for MART
[21]. In our experimental studies, therefore, we follow the practice
adopted in previous studies [21] of choosing mirror partitioning
with a small number of mirror domains for MART.

2.2.2. Mirror function
There exist two commonly used mirror functions in MART,

namely Translate and Reflect. Fig. 2 illustrates these two mirror
functions in the 2-dimensional input domain. Suppose that ð0;0Þ
and ðv1;v2Þ are the minimum and maximum coordinate values
of the input domain, respectively. The mirror partitioning is
2� 1, where the shaded region D1 is the source domain, and D2

is the mirror domain. The Translate function will map a test case
ðx; yÞ in D1 into xþ v1

2 ; y
� �

in D2, while the Reflect function will
map ðx; yÞ in D1 into ðv1 � x; yÞ in D2. Previous simulation results
have indicated that there is no significant performance difference
between the Translate and Reflect mirror functions [21]. In this
study, we use the Translate mirror function for MART.

2.2.3. Mirror selection order
For the mirror selection order, there exist three ways to guide

the selection order of mirror domains [27]: (1) sequential order,
i.e., mirror domains are chosen according to sequential-ordered
sections in each dimension; (2) random order, i.e., mirror domains
are selected randomly for generating the next test case; and (3)
adaptive-random order, i.e., mirror domains are chosen in a

14 R. Huang et al. / Information and Software Technology 67 (2015) 13–29



Download	English	Version:

https://daneshyari.com/en/article/6948214

Download	Persian	Version:

https://daneshyari.com/article/6948214

Daneshyari.com

https://daneshyari.com/en/article/6948214
https://daneshyari.com/article/6948214
https://daneshyari.com/

