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We propose a novel methodology for improving financial Decision Support Systems (DSS) through automatic
feature weighting. Using this methodology, we show that automatic feature weighting leads to a significant im-
provement in the performance of decision-making algorithms over financial data, which are the key of financial
DSS. The statistical analysis carried out shows that metaheuristic algorithms are good for automatic feature
weighting, and that Differential Evolution (DE) offers a good trade-off between decision-making performance
and computational cost. We believe these results contribute to the development of novel financial DSS.
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1. Introduction

In the world of financial companies, risk means the danger of loss [1].
Financial companies assume a certain credit risk in each one of the op-
erations they carry out (loans, lines of credit, and guarantees, among
others). These financial companies cannot know everything about of
their clients and, on the other hand, a client's compliance with its obli-
gations to a financial company depends on events in which no one
can know whether they will occur. That is, there is an uncertainty asso-
ciated to whether a customer will (or will not) pay their debt [2,3].

According to the Global Association of Risk Professionals (GARP),
which is a non-for-profit association for world-class financial risk certi-
fication, the presence of risks in financial companies is relevant because
the mismanagement of financial risks can lead to global financial crises,
such as those registered in the world in a cyclical manner, since the or-
igins of financial systems. In this context, financial companies have de-
veloped numerous methods to value credits and determine credit
risks, as well as their management; all of this, in order to improve finan-
cial results and profitability. Some of these methods are closely linked to
models of computer sensitivity, which indicates the importance of com-
putational methods in financial risk management [4].
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With the tremendous advance of technology, and specifically with
the arrival in the world of powerful computer systems, in the 1980s fi-
nancial institutions turned to see the possibilities that this type of tech-
nology offers them in their field of action. Thus, some researchers
decided to venture into this type of topics, so that computing in its dif-
ferent manifestations, became part of the financing processes, including
desktop computers.

According to [5], several types of DSS are being applied in the world
of financial risks, such as neural networks and pattern recognition tech-
niques. These approaches, among others, have provided a theoretical
foundation for developing DSS (including expert systems) to estimate,
for instance, the probability of bankruptcy and predict fraud.

While it is true that DSS are not the only option to solve problems re-
lated to financial risks, their importance as a good option has been
growing in recent years [6]. They have been applied in quality control,
financial forecasting, targeted marketing, bankruptcy prediction, optical
character recognition, among other problems [2-9].

In the present work, we address the following problems: credits risk,
bankruptcy prediction, banknote authentication and bank telemarket-
ing. To do this, we focused on a key aspect of DSS: the improvement
of the decision-making (or prediction) algorithm. Those algorithms
are the kernel of DSS, due to they help the system to process knowledge
and to “decide” or to predict the most likely situation in the future. For
instance, the prediction of risks in the financial environment can be
seen as a decision-making problem. That is, by deciding that a company
is in bankruptcy risk, we can reduce the uncertainty for the potential
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investors, and the risk of capital loss due to an investment in a company
that may be in bankruptcy in short term. In this work we are focused on
the improvement of an algorithm recently proposed by us, which was
designed for the financial area: the Naive Associative Classifier (NAC)
[3]. While it is true that there are several algorithms in the literature
that can be used by DSS to improve decision-making [10-15], we have
chosen the NAC because that it is one of the topics on which we are cur-
rently directing our research efforts.

The NAC has obtained very promising preliminary results in finan-
cial decision-making, and we hypothesize that if we develop a method-
ology for the automatic obtaining of weights for the attributes or
features that describe financial data, we can improve the performance
of the NAC in financial decision-making. Thus, we aim at improving
the decision-making process, by improving the learning algorithm
that guides this process.

Clearly, attribute selection is not the most important process to solve
financial risk problems. Its importance lies in that, by improving the
NAC, we can apply this model to different problems, ensuring better ef-
ficacy in the results; therefore, by making a good feature selection the
NAC improves, and consequently, its application in DSS to reduce finan-
cial risks will be more effective. On the other hand, it is not in our inter-
est to analyze the problems that people find when selecting attributes:
we focus on selecting attributes to improve the NAC, and consequently
to solve and predict financial risks in different areas. The results of this
work support this affirmation.

Our main objective is to contribute to the development of DSS in the
financial field, through the design of a methodology for the automatic
adjustment of the attribute weights of financial data, by means of
metaheuristic algorithms [7-9]. This methodology should improve the
decision-making process in the financial area.

To test our hypothesis, we designed an experimental framework,
taking into consideration the characteristics of financial data (such as
data imbalance, presence of missing values, and presence of both nu-
meric and categorical attributes), the functioning of metaheuristic algo-
rithms, as well as the functioning of the NAC. We intended to compare
the algorithms over the same conditions, and then to test the perfor-
mance of the proposed automatic feature weighting methodology.

This paper offers the following contributions. First, we demonstrate
how we can automatically obtain attribute weights in financial datasets,
and how to improve the decision-making process in a Decision Support
System of the financial field. Second, we examine the effect of
metaheuristic algorithms for feature weighting, in the context of the
NAC. The study's third contribution concerns the determination of the
best metaheuristic for attribute weighting in the financial decision-
making scenario. Our results show that DE is the most adequate algo-
rithm for financial feature weighting.

The remainder of this paper is structured as follows. In Section 2, we
review the related scientific literature on some of the problems that in-
volve some type of risk within the financial environment. Then, in
Section 3 we briefly describe the NAC, while in Section 4 the most rele-
vant part of this article is profusely explained: the proposed methodol-
ogy for financial feature weighting. After that, we present the results
obtained, and discuss them in Section 5. The article ends with the con-
clusions in Section 6.

2. Related scientific literature

This section includes, and briefly describes, some of the research
works that have addressed some of the four problems that we address
in the present work: credits risk, bankruptcy prediction, banknote au-
thentication and bank telemarketing. In this sense, the relationship of
each of these works with our proposal is that the purpose is common:
solve any of the four mentioned problems, using a computational
method based on DSS. It is worth mentioning that, as far as we know,
our proposal is the first to address financial problems by the improve-
ment of a DSS through automatic feature weighting using

metaheuristics. This means that in none of the works described in this
section, feature selection, or feature weights, or metaheuristics are rele-
vant. In the context of this article, the relevance of the works described
here lies in the problems that intend to resolve, which are similar to
those we approach with our proposal. In [10], the problem of credit
risk and credit approval is faced. The authors propose a model to im-
prove corporate credit rating systems that help financial experts to
make decisions. Another different approach, based on social media is
shown in [11], where it is analyzed whether the different opinions
shared by users about different financial issues in these media are rele-
vant or not for the prediction of credit risk to future of financial compa-
nies. To carry out this study, the authors analyzed the opinions
expressed in two of the social networks for most popular financial in-
vestors in China, in addition to various articles published by financial
analysts.

The second problem that we have selected, bankruptcy prediction,
consists of to determine whether a company will be bankrupt in the
near future [12]. Both financial institutions and investors need to reduce
the possible risk of not obtaining the expected dividends or even of not re-
covering their capital if certain company declares bankruptcy. These types
of situations can be addressed as a classification problem, in which a com-
pany can be classified as bankrupt or not in a short term, according to its
current characteristics [6]. In this context, it is also important for financial
firms to determine whether a person applying for a loan can file for bank-
ruptcy in the short term, which would result in losses to such companies.
It is well known that financial companies to grant some type of bank
credit carry out a study of the client requesting such credit, i.e. they
need to know if its economic solvency is good to be able to pay their ob-
ligations. For this type of problem, a model is proposed in [ 14] to help pre-
dict good clients (those who will meet their obligations), and bad clients
(those who are likely to fail to fulfill their obligations for bankruptcy).
With regard to banknote authentication problem, in [15] a system devel-
oped for discriminating fake notes from genuine ones and apply it to In-
dian banknotes is described. Image processing and pattern recognition
techniques are used to design the overall approach.

The last of the problems we have selected is telemarketing. Today
marketing campaigns can be considered as one of the most important
business strategies, because different marketing strategies help compa-
nies to meet different goals and target specific sectors of customers [16].
However, the task of selecting the largest set of potential customers, for
example, those clients most likely to hire a service or banking product, is
considered NP-hard [17], so different solutions have been proposed to
this problem in particular.

In one of these solutions, published in [18], a Decision Support Sys-
tem based on a Data Mining approach is proposed, which can automat-
ically predict the outcome of a telephone call in which a banking service
is offered. This DSS is intended to support the managers of financial
companies in the selection and prioritization of customers to contact
by telephone in the telemarketing banking campaigns and, conse-
quently, reduce the cost and time of them. Another proposal is pre-
sented in [19], which is very similar to the previous proposal, since
both seek to optimize the subscriptions to a banking service through
telephone calls using a DSS, but in this case the aforementioned DSS
uses Artificial Neural Networks.

To conclude this section, it is necessary to mention what concerns to
algorithms used for decision-making, against which our proposal will
compete. In the design and operation of the DSS are used several of
these algorithms, among which the Artificial Neural Networks, the Sup-
port Vector Machines, the C4.5, the rule induction, the Instance-based
learning algorithms and those based on the Bayes Theorem stand out
[20-25].

The results obtained in [16] were taken into account in our experi-
ments. In those results, the performance of the NAC was significantly
better than the models RIPPER, MLP, SMO and 1NN, so we discarded
those models, and only C4.5 and Naive Bayes (NB) were considered in
our experiments, due to they do not had significant difference in
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