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This paper is concerned with online learning of the optimal auction mechanism for sponsored search in a bandit
setting. Previous works take the click-through rates of ads to be fixed and known to the search engine and use
this information to design optimal auction mechanism. However, the assumption is not practical since ads can
only receive clicks when they are shown to users. To tackle this problem, we propose to use online learning
for auction mechanism design. To be specific, this task corresponds to a new type of bandit problem, which we
call the armed bandit problem with shared information (AB-SI). In the AB-SI problem, the arm space (corre-
sponding to the parameter space of the auction mechanism which can be discrete or continuous) is partitioned
into a finite number of clusters (corresponding to the finite number of rankings of the ads), and the arms in the
same cluster share the explored information (i.e., the click-through rates of the ads in the same ranked list) when
any arm from the cluster is pulled. We propose two upper-confidence-bound algorithms called UCB-SI1 and UCB-
SI2 to tackle this new problem in discrete-armed bandit and continuum-armed bandit setting respectively. We
show that when the total number of arms is finite, the regret bound obtained by UCB-SI1 algorithm is tighter
than the classical UCB1 algorithm. In the continuum-armed bandit setting, our proposed UCB-SI2 algorithm
can handle a larger classes of reward function and achieve a regret bound of O(7>(dInT)'/®), where d is the pseu-
do dimension for the real-valued reward function class. Experimental results show that the proposed algorithms
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can significantly outperform several classical online learning methods on synthetic data.
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1. Introduction

Nowadays, online advertising has become one of the most profitable
business models for internet companies. Sponsored search, as a major
type of online advertising, is a revenue powerhouse for search engines.
Keyword auction is the central mechanism in sponsored search, which
determines the ads to be present to the users (which we call ranking)
and the per-click prices to charge the corresponding advertisers
(which we call pricing).

The keyword auction mechanism works as follows. When a web
user submits a query to search engine, the search engine not only de-
livers organic search results to him/her, but also shows real-time spon-
sored search results, i.e., advertisements (see Fig. 1). As a dominant
industry practice, the search engine will charge an advertiser only
when a user clicks on his/her ad. This is referred to as cost-per-click pric-
ing rule (CPC). Generalized Second Price Auction (GSP) [1,2] is a widely
used mechanism for CPC, in which the ads are ranked according to a
function of the ad quality and its bid price, and the per-click price of a
displayed ad equals the minimal bid price for the owner of the ad to
maintain the current rank position. Different ways of computing quality
score have been used in the literature, for example, Yahoo! once used a
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constant quality score in early 2000s [1], and Google uses the predicted
click-through rate nowadays [2].

With different quality score functions, different ads will be shown to
the users and advertisers will receive different charged prices if their ads
are clicked. Thus the quality score function will highly affect the search
engine's performance, e.g., revenue. In the literature, there are several
works on revenue maximization for the search engine, from either ma-
chine learning or game theory perspective. In [3,4], the authors assume
that the click-through rate and bidding price of each ad are known and
fixed, and then propose a machine learning approach to find the
revenue-optimal quality score function based on historical log data. In
[5,6], the authors assume that the advertisers have full information,
and the click through-rate of the ads are known to the search engines,
then different quality score functions can be compared with respect to
the worst-case revenue in symmetric Nash equilibrium or Bayesian
Nash equilibrium (Fig. 2).

However, in most of the previous works, a key assumption is that the
click-through rates of all ads are known to the search engine and never
changed. This is seldom true in practice. In real applications, there are
usually hundreds of advertisers bidding on one keyword, and only a
small number of ads can be shown on the search result page and receive
clicks. If one ad has never been shown to the users, the probability of the
ad being clicked cannot be observed; Furthermore, even if one ad has
been shown to users in history, the probability of it being clicked is
difficult to estimate because the variance is large if the number of
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Fig. 1. The displayed ads for query “cheap car rent”.

observations is small. Such limitations make the pervious machine
learning methods or game theoretic analysis for revenue maximization
not practical.

To tackle this problem, we propose online exploring the users' click
behaviors as well as using the explored information for auction mecha-
nism design. In particular, we propose to user the bandit algorithms,
where the quality score function in GSP mechanism corresponds to
the arm, and the performance (e.g., search engine revenue) corresponds
to the reward function.

Our setting has several new features. First, in our task, while the
quality score function (arm) may come from a continuous function
class, only the top-ranked ads will have impact on the revenue (since
only these top-ranked ads will be shown to the users). This makes the
reward function discontinue. Furthermore, the reward function is
non-convex due to the complex per-click pricing scheme. This type of
reward function has never been studied in literature of bandit problems.
Second, the arms in our new bandit problem share the explored infor-
mation. No matter how different the quality score functions are, as
long as the ranked list of ads produced is the same, users will give the
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same kinds of feedback (because users can only see the ranked list of
ads, but not the scores for these ads). Therefore, those arms that pro-
duce the same ranking result have high dependency on their rewards,
and the explored information about user clicks can be shared among
them.

Considering the aforementioned uniqueness, we propose a new type
of armed bandit problem, called the armed bandit problem with shared
information (AB-SI). Specifically, the AB-SI problem has a two-layer
structure. In the first layer, there are K(K < ) clusters, with arms
putting into different clusters according to their dependencies. In the
second layer, within a cluster, the number of arms may be finite or infi-
nite, when exploring any arm in a given cluster, the obtained informa-
tion can be shared with other arms in the cluster.

To handle the aforementioned problem, we propose a stepwise on-
line-offline learning algorithm, which we call the UCB-SI algorithm in
general (which can be regarded as a generalization of the standard
UCB algorithm [7]). In the online learning phase of the algorithm, one
of the clusters is selected according to the best empirical performance
of the arms in the cluster as well as a confidence value, then the best
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Fig. 2. The dependency between expected revenue and arms.


image of Fig.�2

Download English Version:

https://daneshyari.com/en/article/6948622

Download Persian Version:

https://daneshyari.com/article/6948622

Daneshyari.com


https://daneshyari.com/en/article/6948622
https://daneshyari.com/article/6948622
https://daneshyari.com

