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a b s t r a c t

Inaccurate exterior orientation parameters (EoPs) between sensors obtained by pre-calibration leads to
failure of registration between panoramic image sequence and mobile laser scanning data. To address
this challenge, this paper proposes an automatic registration method based on semantic features
extracted from panoramic images and point clouds. Firstly, accurate rotation parameters between the
panoramic camera and the laser scanner are estimated using GPS and IMU aided structure from motion
(SfM). The initial EoPs of panoramic images are obtained at the same time. Secondly, vehicles in panora-
mic images are extracted by the Faster-RCNN as candidate primitives to be matched with potential cor-
responding primitives in point clouds according to the initial EoPs. Finally, translation between the
panoramic camera and the laser scanner is refined by maximizing the overlapping area of corresponding
primitive pairs based on the Particle Swarm Optimization (PSO), resulting in a finer registration between
panoramic image sequences and point clouds. Two challenging urban scenes were experimented to
assess the proposed method, and the final registration errors of these two scenes were both less than
three pixels, which demonstrates a high level of automation, robustness and accuracy.
� 2017 International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS). Published by Elsevier

B.V. All rights reserved.

1. Introduction

A Mobile Mapping System (MMS), usually equipped with laser
scanners, panoramic cameras, Inertial Measurement Unit (IMU)
and Global Positioning System (GPS) for acquisitions of images,
point clouds and orientations, has been widely used for street
inventory. The integration of complementary ranging and imaging
data such as laser-scanning and electro-optical sensors provides
new solutions to map the Earth’s surface. The acquired datasets
include rich spectrum and geometry information. Image-to-range
registration is a critical step for many applications, such as textur-
ing 3D models of large-scale scenes (Abayowa et al., 2015), build-
ing extraction (Yang et al., 2013), forest biomass inventory
(Pflugmacher et al., 2014), and point cloud classification using
the color information (Barnea and Filin, 2013; Yang and Dong,
2013).

Extrinsic calibration of the panoramic camera and the laser
scanner is usually performed before data collection to achieve
image-to-range alignment. However, there is often a considerable

misalignment between the panoramic images and laser scanning
data according to the calibrated extrinsic parameters (Miled
et al., 2016; Cui et al., 2017). The main reason for the misalignment
is the unforeseen movement of sensors (Levinson and Thrun,
2013). Since the mounting of the sensors will become less stable
over a certain period of time, the relative extrinsic parameters
should be calibrated manually frequently, which is laborious
(Brenner, 2014).

An automated method is proposed in this paper to accurately
register panoramic image sequence and mobile laser-scanning
point clouds in an urban environment by estimating the transfor-
mation parameters between the panoramic camera and laser scan-
ner using parked vehicles as registration primitives. Firstly, the
original EoPs of panoramic images are adjusted in a GPS and IMU
aided panoramic structure from motion (SfM). The accurate rota-
tion between the panoramic camera and the laser scanner is
obtained. Secondly, parked vehicles are extracted from both
panoramic images and point clouds. To extract vehicles in panora-
mic images, the Faster-RCNN (Ren et al., 2015) is used to detect
vehicle candidate areas, which are then segmented based on
CRFASRNN (Zheng et al., 2015) and refined by image matting
(Levin et al., 2008). Next, corresponding areas of the extracted
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vehicles are determined in the point clouds according to the initial
EoPs of the panoramic images obtained in the initialization step.
Then, vehicles in those corresponding areas of the point clouds
are extracted. Finally, the relative translation between the panora-
mic camera and the laser scanner is refined by maximizing the
overlapping area of the vehicle primitive pairs based on the Parti-
cle Swarm Optimization (PSO). The main contribution of the pro-
posed method is that it refines the initial bundle adjustment
based alignment by the Particle Swarm Optimization utilizing
semantic features, resulting in an automatic and accurate registra-
tion between panoramic image sequence and mobile laser-
scanning point clouds.

The remainder of this paper is organized as follows. Related lit-
erature is reviewed in Section 2. The proposed method is elabo-
rated in Section 3. In Section 4, the experimental studies are
undertaken to evaluate the proposed method, after which discus-
sions are presented and conclusions are drawn at the end.

2. Literature review

Extensive studies on the registration of airborne laser-scanning
data and aerial frame-images have been reported, including
feature-based methods and area-based methods (Parmehr et al.,
2014). Typical features used in feature-based methods are points
(Palenichka and Zaremba, 2010), lines (Habib et al., 2005; Lee
and Yu, 2006; Wang and Neumann, 2009), and planes (Kwak
et al., 2006; Yang and Chen, 2015). Area-based approaches are usu-
ally relying on maximizing the statistical correlation (e.g., mutual
information) or grayscale similarity (Parmehr et al., 2014). How-
ever, methods designed for airborne platform registration may
not be applicable to the registration between terrestrial platforms,
due to the substantial difference in scales, complexities, scanning
perspectives, etc. For example, airborne and vehicle-borne laser
scanning platforms clearly differ in data capture mode, typical pro-
ject size, scanning orientation, and spatial resolution. Moreover,
compared with images captured by aerial photogrammetry sys-
tems, images captured by panoramic cameras mounted on a vehi-
cle are more complicated and challenging for registration due to
occlusions caused by moving objects or nearby objects, smaller
overlapping rate, and drastic changes in depth of view.

In fact, many methods have been explored to register mobile
laser-scanning data and panoramic images, including features-
based methods, statistical-based methods, and multi-view-based
methods, which are reviewed in detail as follows.

Features-basedmethods: Böhm and Becker (2007) adopted the
Scale-Invariant Feature Transform (SIFT) (Lowe, 2004) feature
detector to extract the corresponding point features to register
optical imagery and range images. W. Moussa et al. (2012)
achieved registration of close-range images with TLS data by utiliz-
ing the affine SIFT (ASIFT) (Morel and Yu, 2009) feature matching
strategy based on point-based environment model. Lines, bound-
ing boxes, and skylines were also adopted by many studies for reg-
istration (Christy and Horaud, 1999; Liu and Stamos, 2005;
Ramalingam et al., 2009). The key factor for feature-based registra-
tion is the strategy to find the correct matching feature pairs from
point clouds and images.

Statistical-based methods: This kind of method aims to opti-
mize the initial EoPs of images by maximizing the statistical corre-
lation between images and point clouds. Miled et al. (2016)
optimized the inaccurate transformation between camera and
laser scanner by maximizing the mutual information (MI) between
these two kinds of data resulting in an accurate online calibration.
An extension of MI, normalized mutual information (NMI) was
introduced by Wang et al. (2012) to register panoramic image

and point clouds. Corsini et al. (2013) used a global refinement
algorithm based on MI to optimize the color projection of aligned
photos on the 3D object. The definition of mutual information
can significantly affect registration result. When computing the
MI, Yipu et al. (2016) set weights to different data sources accord-
ing to different scenes, which improved the robustness of registra-
tion. However, the correlation between depth information and
color information on which MI-based methods are built is not sig-
nificant in many scenes (Wang et al., 2012).

Multi-view-based methods: This kind of method generates
image point clouds from adjacent images using SfM and multi-
view stereo (MVS), transforming the 2D-3D registration to a
3D-3D registration. The point clouds generated by photogramme-
try are influenced by drift, leading to non-rigid transformation
between photogrammetry point clouds and laser scanning data.

Generally, the complexity of urban environment scenes poses
challenges for robust registration, especially for the registration
methods based on points and linear features, which have difficul-
ties in finding correspondences between panoramic images and
point clouds. To overcome the difficulties, parked vehicles are pro-
posed as registration features and corresponding vehicle candi-
dates are paired automatically to fulfill the registration. The
advantages of using parked vehicles are that they are often found
in an urban environment and are relatively easy to be recognized
in images and point clouds. Moreover, street-side vehicles in both
panoramic images and point clouds are foreground objects, which
are rarely occluded by other objects, meaning reliable detection
and segmentation can be expected.

3. Methodology

This aim is to accurately estimate the transformation parame-
ters, i.e. rotation and translation parameters, between the panora-
mic camera and the laser scanner. The proposed method consists of
three main steps: (1) Accurate rotation parameters estimation by
GPS/IMU aided SfM bundle adjustment. (2) Parked vehicle extrac-
tion from point clouds and panoramic images. (3) Accurate trans-
lation parameters estimation by maximizing the overlapping area
of corresponding pairs. The key steps of the proposed method are
illustrated in Fig. 1 and elaborated as follows.

3.1. Notations and definitions for the registration model of panoramic
images and point clouds

We employ the following notations proposed by Barfoot (2016):
F A denotes a reference frame A; a point P in frame F A is written as
a vector rPAA . TAB denotes the transformation between F A and F B,
and the rotation matrix is represented by CAB; the corresponding
quaternion is represented by qAB.

The coordinate system of the proposed registration model is
shown in Fig. 2. FW denotes the reference frame of the point cloud,

F Ck
denotes the reference frame of the kth panoramic image, and

F eCk
denotes the reference frame with the original EoPs of the kth

panoramic image. The original EoPs of panoramic images are calcu-
lated by the pre-calibrated transformation with respect to the laser
scanner, and are not accurate due to unforeseen sensor
movements.

The EoPs of the kth panoramic image is written as xCk
:

xCk
:¼ ½rCkW

T

W ;qT
WCk

�
T
2 R3 � SO3 ð1Þ

where SO3 is the Special Orthogonal Group. The inaccurate EoPs of

the kth panoramic image is written as xeCk
:
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