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a b s t r a c t

We are considering the problem of state observation for a class of infinite dimensional systems modeled
by parabolic type PDEs. The model is subject to parametric uncertainty entering in both the domain
equation and the boundary condition. An adaptive boundary observer, providing online estimates of
the system state and parameters, is designed using finite- and infinite-dimensional backstepping-
like transformations. The observer is exponentially convergent under an ad hoc persistent excitation
condition.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

The problem of observer design for infinite dimensional sys-
tems (IDSs) is given an increasing interest. Several observer
design methods have been developed including the infinite di-
mensional Luenberger observer for linear IDSs (e.g. Amann, 1989;
Curtain & Zwart, 1995; Lasiecka & Triggiani, 2000), the boundary
observer design of bilinear IDSs (e.g. Bounit & Hammouri, 1997;
Smyshlyaev & Krstic, 2005; Vries, Keesman, & Zwart, 2007; Xu,
Ligaius, & Gauthier, 1995), backstepping-like boundary observers
for parabolic partial integro-differential systems (Smyshlyaev &
Krstic, 2005), initial state recovery in finite time of linear and semi-
linear IDSs using forward and backward observers sequences (Frid-
man, 2013; Ramdani, Tucsnak, & Weiss, 2010; Tucsnak & Weiss,
2009), sampled-data (in time and space) observers of semilinear
parabolic systems designed using Lyapunov functions and LMIs
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(Fridman & Blighovsky, 2012). Another important problem in sys-
tem control is one of estimating unknown parameters. In the case
of stable IDSs, this issue can be coped with in open-loop using
parameter identification, using variants of the least-squares tech-
nique, see Smyshlyaev, Orlov, and Krstic (2009) and references
there in. In the case of unstable systems, online parameter esti-
mation is generally involved as part of adaptive controllers (Guo
& Guo, 2013; Smyshlyaev & Krstic, 2007a,b). Most adaptive con-
trollers rely on full state measurements, e.g. Bentsman and Orlov
(2001), Bohm, Demetriou, Reich, and Rosen (1998), Guo and Guo
(2013), Smyshlyaev and Krstic (2007a) and Smyshlyaev and Krstic
(2008). Output-feedback adaptive controllers have been proposed
for some classes of IDSs including specific parabolic PDEs (Hong
& Bentsman, 1994; Smyshlyaev & Krstic, 2007b) and wave PDEs
subject to a boundary harmonic disturbance linearly parameter-
ized along a known set of functions (Smyshlyaev & Krstic, 2006).
Also, in most adaptive controllers, the asymptotic convergence of
the parameter estimates to their true values is not guaranteed. A
quite complete description of the literature on adaptive controllers
of IDSs systems described by parabolic equations,where both sens-
ing and actuation are performed at the boundary and the unknown
parameters are allowed to be spatially varying, can be found in
Smyshlyaev and Krstic (2010).

This study is focused on the problem of designing adaptive
observers featuring exponential convergence of the state estimate
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and the unknown parameter vector estimate. The problem has
recently been addressed in Ahmed-Ali, Giri, Krstic, Burlion, and
Lamnabhi-Lagarrigue (2015a); Ahmed-Ali, Giri, Krstic, Lamnabhi-
Lagarrigue, and Burlion (2015b) for a class of semilinear parabolic
PDEs. In Ahmed-Ali et al. (2015a), an exponentially convergent
adaptive observer has been proposed for parabolic PDEs containing
a single unknown parameter in the boundary condition. The
result of Ahmed-Ali et al. (2015b) is an exponentially convergent
adaptive observer of a class of semilinear parabolic PDE subject
to domain parameter uncertainty. But, the number of unknown
parametersmust be equal to the number of available sensors in the
domain. That is, if a single boundary sensor is available, only one
unknown parameter is allowed to be in the domain. The novelty
of the present study is twofold: (i) the parameter uncertainty is
allowed to be both in the domain and at the boundary condition;
(ii) the domain uncertainty is captured through an unknown
parameter vector of arbitrary finite dimension, while only a single
boundary sensing is available. It turns out that the adaptive
observer problems addressed in Ahmed-Ali et al. (2015a,b) are
particular cases of the problem considered here, whenever a
single boundary sensing is available. Compared to earlier works
on adaptive control or parameter identification (e.g. Guo & Guo,
2013; Smyshlyaev & Krstic, 2007a,b; Smyshlyaev et al., 2009), the
present study involves amuchwider class of systems, see Remark 1
hereafter. Furthermore, the new adaptive observer enjoys, under
an ad hoc persistent excitation condition, exponential convergence
while the earlier adaptive identifiers ensure L2 convergence
results. The parameter adaptive law is derived by using a finite-
dimensional backstepping-like transformation, as in Ahmed-
Ali et al. (2015a,b), and the observer domain varying gain
is obtained by using an infinite-dimensional backstepping-like
transformation, as in Smyshlyaev and Krstic (2005).

The paper is organized as follows: the observation problem
statement is described in Section 2; the adaptive observer design
and analysis are dealt with in Sections 3 and 4, respectively; a
numerical simulation is made in Section 5; a conclusion and a
reference list end the paper.
Notation. Throughout the paper, Rn is the n dimensional real space
and Rn×m is the set of all n × m real matrices. The corresponding
Euclidean norms are denoted | |. L2[0, 1] is the Hilbert space
of square integrable functions defined on the interval [0, 1] and
∥ · ∥ is the associated L2-norm. H1(0, 1) is the Sobolev space of
absolutely continuous functions η : [0, 1] → R with dη/dς ∈

L2[0, 1]. Given a function w : [0, 1] × R+ → R; (x, t) → w(x, t),
the notation w[t] and wx[t] refer to the functions defined on 0 ≤

x ≤ 1 by (w[t])(x) = w(x, t) and (wx[t])(x) = ∂w(x, t)/∂x.

2. Observation problem statement

The system under study is described by a parabolic PDE of the
following form:

ut(x, t) = uxx(x, t)+ φ(x, t)Tq1, 0 < x < 1, t > 0 (1a)

with the following boundary condition:

ux(0, t) = −q0u(0, t), t ≥ 0 (1b)

where φ is a known function of class C1 ([0, 1] × [0,∞);Rn),
q1 ∈ Rn and q0 ∈ R are unknown vector and scalar parameters,
respectively. For convenience, the following extended parameter
vector is introduced:

θ =


q0
q1


∈ Rn+1. (1c)

The goal is to generate accurate online estimates, û(x, t) and
θ̂ (t), of the system distributed state u(x, t) (0 ≤ x ≤ 1; t ≥ 0)

and the parameter vector θ , based only on the input and output
measurements (U(t), y(t); t ≥ 0)with

U(t) = u(1, t), t ≥ 0 (control signal) (1d)
y(t) = u(0, t), t ≥ 0 (system output). (1e)

To achieve this objective, it is supposed that the state variable
u(x, t) (0 ≤ x ≤ 1; t ≥ 0) is bounded.

Remark 1. (1) In Smyshlyaev et al. (2009), two special forms
belonging to the class defined by (1a)–(1b) have been
considered. The first corresponds to the case where q0 = 0,
q1 ∈ R, and φ(x, t) = u(0, t). Then, the system involves a
single uncertain parameter in the domain. The second special
form is such that q0 ∈ R, q1 = 0 and φ(x, t) = 0, leading to a
single uncertain parameter in the boundary. This second case
has also been considered in Ahmed-Ali et al. (2015a) where an
adaptive observer was developed.

(2) The class of systems (1a)–(1b) is also quite different from the
one studied in Ahmed-Ali et al. (2015b). In the latter, it is
supposed that a finite number of sensors are placed in the
domain, while only one sensor is required here. It turns out
that, in the case where the system in Ahmed-Ali et al. (2015b)
contains a single sensor placed at the boundary then it falls
in the class (1a)–(1b) with q0 = 0, q1 ∈ R, and φ(x, t) =

ψ(u(0, t), t).

3. Adaptive observer design

3.1. Observer structure

The system model (1a)–(1e) suggests the following observer
structure:

ût(x, t) = ûxx(x, t)+ q̂T1(t)φ(x, t)
− K(x)(û(0, t)− y(t))+ v(x, t) (2a)

ûx(0, t) = −q̂0(t)u(0, t) (2b)

û(1, t) = U(t) (2c)

where K(x) is a (space-dependent) observer gain, q̂0 ∈ R, q̂1 ∈ Rn

are parameter estimates, and v(x, t) is an additional feedback term
that will be determined latter. Let us introduce the following usual
estimation errors:

ũ(x, t) = û(x, t)− u(x, t) (state estimation error) (3a)

θ̃ (t) = θ̂ (t)− θ
def
=


q̃0(t)
q̃1(t)


(parameter estimation error) (3b)

where θ̂ (t) =

q̂0(t) q̂1(t)

T and

q̃0(t) = q̂0(t)− q0, q̃1(t) = q̂1(t)− q1. (3c)

Then, subtracting Eqs. (1a) to (2a), it follows that ũ(x, t) satisfies
the following equation:

ũt(x, t) = ũxx(x, t)+ q̃T1(t)φ(x, t)− K(x)ũ(0, t)+ v(x, t) (4a)

with the following boundary conditions, obtained using (1b), (1d)
and (2b)–(2c):

ũx(0, t) = −q̃0(t)u(0, t) (4b)

ũ(1, t) = 0. (4c)
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