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a  b  s  t  r  a  c  t

In this  study,  we  propose  a  P-wave  absence  (PWA)  based  method  for  atrial  fibrillation  (AF)  identifica-
tion  over  a short  duration  of electrocardiogram  (ECG).  The  algorithm  constructs  a  statistical  model  of
normal  sinus  rhythm  (SR)  P-waves  using a training  set. Features  extracted  from  P-waves  are  taken  as
an input  to  the  Expectation–Maximization  algorithm  to create  a  Gaussian  mixture  model  (GMM)  of  the
P-wave  feature  space.  The  model  is  then  used  to identify  PWA  and  detect  AF. The  algorithm  performs  AF
identification  in a single  beat,  and  through  post-processing  of successive  outputs  using  a majority  voter
determines  the  PWA  over  seven  beats.  The  MIT-BIH  Atrial  Fibrillation  Database  was used  to evaluate  the
algorithm.  Classification  using  the  majority  voter  showed  a sensitivity  of  98.09%,  a  specificity  of 91.66%,
a  positive  predictive  value  of  79.17%  and  an  error  of  6.88%.  The  performance  of the proposed  classifier  is
comparable  to  current  R–R interval  (RRI)-based  algorithms,  yet  is  able  to detect  short  episodes  of AF  and
performs  rate-independent  AF determination.  The  proposed  algorithm  targets  atrial  activity  rather  than
ventricular  activity  that  is  targeted  in  RRI-based  algorithms.  It provides  a patient  specific  detection  of AF
using  a simple  classifier,  and  can  be  leveraged  as  a tool  to detect  AF  onsets/offsets  over  short  AF  episodes
even  when  a patient’s  heart  rate  is  controlled.

© 2015  Elsevier  Ltd.  All  rights  reserved.

1. Introduction

It is the focus of this manuscript to present a novel heart rate
independent algorithm to detect the presence of atrial fibrillation
(AF) episodes in rate-controlled patients with paroxysmal AF. AF
is the most common cardiac arrhythmia. It affects an estimated
2.3 million people in the United States, and this number is only
expected to increase as the general population ages. It is estimated
that by 2050, 16 million Americans will suffer from AF [1,2]. Symp-
toms of AF such as dizziness, shortness of breath, chest pain, or heart
palpitations reduce quality of life. Automatic detection of AF could
provide cardiologists with significant information for accurate and
reliable diagnosis and monitoring of AF and is crucial for clinical
therapy. Rate control methods such as pacemakers or rate-control
drug therapy eliminate the irregular heart rate associated with AF,
resulting in false diagnoses [3,4]. Therefore, there is a strong need
for algorithms capable of quickly and reliably detecting AF, even
in cases where the heart rate is controlled through medication or
with a pacemaker. However, monitoring AF remains an open area
of research when the heart rate is controlled.
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AF is the disorganized propagation of electrical activity in the
atria that causes the atria to fail to contract in an organized fashion.
As a result, the atrial depolarization wavefront, the P-wave, which is
measured during sinus rhythm (SR) devolves into a series of fibril-
latory waves (i.e., f-waves) in the surface electrocardiogram (ECG).
Additionally, the fractionated electrical wavefront stimulates the
atrioventricular (AV) node inconsistently, producing irregular ven-
tricular contractions. Based on this observation, current methods to
detect AF can be divided into two main approaches: (i) R–R inter-
val (RRI) analyses detect the irregular ventricular heartbeat that
is often associated with atrial arrhythmia, and (ii) a combined RRI
and atrial activity (AA) approaches detect a lack of organized atrial
activity in the ECG in addition to the heartbeat irregularity. The
most dominant methods in the literature [5–14] are based on RRI
analysis. However, current top-performing RRI-based algorithms
process and make an AF determination using relatively long win-
dows of data (50–100 beats), which can obscure the onset and
offset of AF episodes. As a result, very short AF episodes may  not be
detected. Furthermore, RRI algorithms are rate-based and cannot
work if the patient has a pacemaker or is taking rate-control drugs,
or if other heart issues, such as atrioventricular (AV) block, occur
simultaneously with AF. AF is one of the most common causes of
stroke in the world [15]. So the implication is very important to
know if a patient has AF or not even with a pacemaker.

http://dx.doi.org/10.1016/j.bspc.2015.01.007
1746-8094/© 2015 Elsevier Ltd. All rights reserved.

dx.doi.org/10.1016/j.bspc.2015.01.007
http://www.sciencedirect.com/science/journal/17468094
http://www.elsevier.com/locate/bspc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.bspc.2015.01.007&domain=pdf
mailto:bxgbme@rit.edu
dx.doi.org/10.1016/j.bspc.2015.01.007


S. Ladavich, B. Ghoraani / Biomedical Signal Processing and Control 18 (2015) 274–281 275

In recent years, several methods have been developed to detect
the AF presence using both RRI and AA information [16–19]. Target-
ing an AA-based method allows for the rate-independent detection
of very short episodes of AF because determinations can be made
with only a few beats. The main challenge with a P-wave absence
(PWA)-based technique is that the ECG is nonstationary, and the
atrial activity has a relatively low signal-to-noise ratio compared
to ventricular activity. As a result, algorithms which focus on AA
exclusively [20] do not perform as well as RRI based algorithms.
The existing approaches combine the PWA-based techniques with
the RRI analysis to improve the performance for robust detection of
very short episodes of AF; however, those methods remain depend-
ent on the RRI information and cannot be used for rate-controlled
AF patients. The present study presents a rate-independent AA-
based PWA  algorithm that achieves a comparable performance to
RRI algorithms and is capable of making an AF determination over
only a few beats. With the reduced determination time, shorter
episodes can be detected, providing clinicians with a tool to auto-
matically collect data and research the importance of short AF
episode durations and short cessations of AF episodes for a wide
range of patients including those who are under rate-control treat-
ments.

Our proposed approach identifies a segment of the signal pre-
ceding the QRS complex as a P-wave under consideration. An
anomaly detector is trained on normal SR P-waves and identi-
fies P-wave absence as a beat which does not contain a P-wave
similar to ones seen in the training set. Hence, P-wave under
consideration which varies dramatically from the learned P-wave
morphology is classified as AF. As explained in Section 2, the algo-
rithm is executed in two phases: the training phase and the testing
phase. In both phases, preprocessing and feature extraction is per-
formed on the supposed P-wave or P-wave under consideration.
The training phase creates a statistical model that describes the
feature space distribution of P-waves in the training set. The test-
ing phase calculates a score that reflects the likelihood that a
new beat contains a P-wave. In this way, P-wave absence (PWA)
and, in turn, AF is detected in cases that the likelihood score
is lower than a threshold. The proposed method is evaluated
with a paroxysmal ECG database, and the results are reported in
Section 3.

2. Materials and methods

2.1. Database and ECG records

The MIT-BIH AF Database from Physiobank [21] was used for
validation of the proposed AF detection algorithms. The dataset
includes 25 long-term (10 h) ECG recordings with AF (23 parox-
ysmal and two persistent) and contains 299 AF episodes (about
93.4 h). Out of the total 23 paroxysmal recordings, this study uses
only the 20 recordings that contain sufficient SR data to construct
a training set.

2.2. Training set selection

A total of 10 min  of training data for each record is selected from
a period of SR at least 35 min  long. Training intervals and the periods
of wait time between the intervals are determined by consider-
ing what recordings are practical to acquire during a clinic visit.
Training data is selected from two 5-min intervals spaced 10 min
apart. Additionally, to ensure training data is not immediately fol-
lowing or preceding AF, a minimum of 7.5 min  of SR were required
to precede and succeed the two 5-min training sets.

2.3. R-wave detection and P-wave extraction

Fig. 1 shows a block diagram of the proposed method. A third-
order butterworth bandpass filter is applied with poles at 0.5 Hz and
50 Hz to reduce baseline wander and powerline noise. Then R-wave
detection and P-wave extraction are performed in two steps. First,
R markers are placed at the point of maximum absolute derivative
on the QRS complex. Then, the supposed P-waves are extracted
from the segment preceding the R-wave marker of the ECG recor-
ding. The training data is SR only without much change in heart rate
during the interval. Thus, the onset and offset of the P wave is reli-
ably identified as a manually identified and unchanging amount
of time (i.e., number of data points) before the R wave. The time
difference between P onset/offset and the R-wave marker can be
used as an estimate of P onset and offset for SR data. The training
data sets are manually reviewed and individual beats that con-
tain irregularities are removed from the training set. In the test
data, potential P wave segments are automatically identified by an
interval preceding the QRS complex, which is more easily identi-
fied, by leveraging the time difference between P onset/offset and
the R-wave marker that had already been defined in the training
set.

2.4. Feature extraction

A total of nine features are extracted: six features that estimate
the morphology and three statistical features. The six morpho-
logical features are obtained by segmenting the P-wave into six
contiguous sections and taking the mean value of each section.
Dividing the signal into segments and averaging gives a rough addi-
tional estimate of shape and location in the time axis. In addition,
early and late potential features are the most common P-wave
amplitude features, which have been used in the clinical litera-
ture for several relevant applications such as detection of patients
at risk for paroxysmal atrial fibrillation during sinus rhythm [22],
prediction of atrial fibrillation after ischemic stroke [23], and risk
assessment of atrial fibrillation after coronary artery bypass surgery
[24]. These amplitude features are extracted by averaging the
amplitude of the P-wave at different intervals (i.e., first 20 ms or
last 10, 20, or 30 ms). Our morphological features were motivated
by those common P-wave amplitude features. If we consider that
the average P-wave duration is 120 ms  and divide it by six contigu-
ous sections, we  get about 20 ms  per division, which is inline with
the clinically used late and early potential features.

To obtain these six features, the P wave segment is partitioned
into six contiguous sections of equal duration. The mean of each
sub-segment is calculated to obtain the six figures. This process
can also be understood as applying a moving average filter with
length equal to 1/6th the P wave segment and then decimating
the results to obtain six data points. The number of sub-segments
chosen has clear trade-offs: more sub-segments add features but
describe the P wave more accurately; with fewer sub-segments,
information is lost. Six sub-segments have been chosen as value
empirically determined to perform well.

The three statistical features include variance, skewness, and
kurtosis. All statistical measures used apply to the distribution of
the amplitudes of P wave samples and does not consider sample
order or temporal information. The variance describes the disper-
sion of the P wave sample amplitudes. The skewness and kurtosis
quantify the asymmetry and peakedness of the amplitude distribu-
tion, respectively. There are only two  significant qualities to know
about the statistical moments equations that were used in this
study: (1) they are calculated using the unbiased sample statistics
formulas and (2) the equation of kurtosis defines the kurtosis of the
normal distribution as 3 (rather than 0) [25].
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