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TaggedPAbstract

The duration of speech segments can significantly impact the performance of text-independent speaker verification systems. In

real world applications which require high accuracy on short utterances, the performance of i-vector speaker verification frame-

work degrades significantly considering that i-vectors extracted from short utterances are less reliable (i.e., uncertainty is higher)

than those extracted from long utterances. Therefore, to handle duration variability properly, a more realistic approach seems to

be required. This study is an extension to our recently proposed nearest neighbor probabilistic linear discriminant analysis (NN-

PLDA) which estimates the parameters of PLDA in i-vector speaker verification framework using a nonparametric form rather

than maximum likelihood estimation (MLE) obtained by an EM algorithm, and has been shown to provide superior performance.

In NN-PLDA, the between-speaker covariance matrix that represents global information about the speaker variability is replaced

with a local estimation computed on a nearest neighbor basis for each target speaker. Compared to their parametric counterparts,

the nonparametric between- and within-speaker scatter matrices can better exploit the discriminant information in training data

and are more adapted to sample distributions. In this paper, we provide further analysis on the proposed nonparametrically trained

PLDA as well as introduce a duration variability modeling technique in the estimation of the within-speaker scatter matrix as to

compensateQ5 X Xfor the effect of limited speech data. We evaluate our approach using core D111X X�10sec and 10sec D112X X�10sec telephone trial

conditions of NIST 2010 SRE as well as on the truncated test utterances in extended core condition with duration less than 10 s D113X X.

We also present the results obtained by the successful incorporation of NN-PLDA on the recent NIST 2016 speaker recognition

evaluation. In all experiments, considerable performance improvement is obtained with the proposed technique compared to a

generatively trained PLDA model.

� 2017 Published by Elsevier Ltd.
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1 1. Introduction

2 TaggedPDespite the fact that highly reliable speaker recognition performance can be obtained when sufficient amounts of

3 speech are available for enrolment and/or verification, securing satisfactory performance with limited amount of
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4 TaggedPspeech which is required in many real world applications, has become the focus of speaker recognition community.

5 The significant degradation in i-vector speaker verification performance with short duration utterances for enrolment

6 and/or verification is due to the fact that i-vectors extracted from short utterances are less reliable (i.e., more uncer-

7 tainty) than those extracted from long utterances as they vary due to speaker, session and linguistic content (Kenny

8 et al., 2013). To address this issue, a considerable number of research efforts have studied techniques for the com-

9 pensation of the duration variability in i-vector space or through score calibration (Hasan et al., 2013; Mandasari

10 et al., 2011; Sarkar et al., 2012; Kanagasundaram et al., 2011, 2016). Experimental studies have found that partition-

11 ing long enrolled utterances into multiple short utterances and averaging, improves probabilistic linear discriminant

12 analysis (PLDA) speaker verification (Kanagasundaram et al., 2016). In Kanagasundaram et al. (2014) authors pro-

13 posed a short utterance variance normalization (SUVN) technique to compensate for the mismatch between short

14 utterances and their longer counterparts. This technique works by capturing duration variability in a short utterance

15 variance (SUV) matrix through truncating long utterances in a large set of development data. The SUV matrix is

16 then used to compensate for the variation between short- and full-length utterances by transforming the i-vectors

17 into a SUV-projected space. In Hasan et al. (2013), it has also been shown that duration variability can be considered

18 as additive noise in the i-vector space and based on this assumption, a multi-duration training by PLDA has been

19 found to improve performance. In Kenny et al. (2013) it has been shown that propagating the uncertainty associated

20 with the i-vector extraction process into a PLDA classifier could lead to substantial improvements in accuracy under

21 variable length test utterances, however, the likelihood ratio computation for speaker verification requires posterior

22 distributions of the i-vectors, making it computationally more expensive than the standard PLDA and would proba-

23 bly be too unwieldy to experiment with.

24 TaggedPWe recently proposed a nonparametric technique to estimate the parameters of the PLDA in i-vector speaker veri-

25 fication framework as an alternative to maximum likelihood estimation (MLE) obtained by an EM algorithm and

26 showed its superior performance on long duration utterances (Khosravani and Homayounpour, 2017a). The proposed

27 nearest neighbo D118X Xr PLDA (NN-PLDA) technique is inspired by the recent success of the nonparametric discriminant

28 analysis (NDA) (Fukunaga and Mantock, 1983) in speaker recognition (Sadjadi et al., 2014, 2016). In the proposed

29 approach the between-speaker covariance matrix that represents global information about the speaker variability is

30 replaced with a local estimation for each target speaker and is obtained using speakers with the most similarity to

31 that target speaker. The new formulation in which both the within-speaker and between-speaker scatter matrices are

32 redefined in nonparametric form, can better exploit the discriminant information in training data. Moreover, they

33 lead to a model more adapted to sample distribution especially in non-Gaussian case of i-vectors without length-nor-

34 malization. The estimated parameters will be used to compute verification score in the same way as in generative

35 PLDA model. An estimation of the verification score using a discriminative model rather than a generative model

36 has been proposed in Burget et al. (2011). In this approach the speaker verification score for a pair of i-vectors is

37 computed using the same functional form derived from the PLDA generative model but the parameters are estimated

38 using a discriminative training criterion that discriminates between same-speaker and different-speaker trials rather

39 than using maximum likelihood estimation (MLE) of PLDA model parameters (Brummer, 2010). Training can be

40 performed by means of support vector machines (SVMs) and a suitable kernel derived from the PLDA generative

41 model (Cumani et al., 2011). However, it has been shown that discriminative training of probabilistic models needs

42 more training data and only provides competitive performance with the ones obtained by generative models (Rohdin

43 et al., 2014; Cumani et al., 2013).

44 TaggedPIn this study, we aim at providing further analysis on the proposed NN-PLDA model as well as introducing a

45 duration variability modeling technique in the estimation of within-speaker scatter matrix so as to compensate for

46 the effect of limited speech data. Our main contributions are to show that using a simple parametric form of the scat-

47 ter matrices, we can achieve almost the same performance as of G-PLDA. We then show that using a nonparametric

48 form of between-speaker scatter matrix which explicitly emphasizes the speakers near boundary contributes to the

49 improvement of speaker verification performance.

50 TaggedPThe remainder of this paper is organized as follows. Section 2 details the i-vector extraction mechanisms and

51 processing. Section 3 outlines a typical state-of-the-art Gaussian PLDA modeling technique for speaker verification.

52 Our proposed NN-PLDA technique with duration variability modeling technique is presented in Section 4. In

53 Section 5, we describe experimental setup on the protocols defined by NIST with results and analysis in Section 6.

54 Finally, Section 7 concludes the paper.
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