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HIGHLIGHTS 
 

 This work presents a novel comprehensive study on the use of deep neural networks 
(DNNs) for automatic language identification (LID).  

 It includes a detailed performance analysis for different data selection strategies, DNN 
architectures and test segments of different durations. 

 Presented results are computed on the public and largely benchmarked NIST Language 
Recognition Evaluation 2009 (LRE’09), and tested the proposed systems against a highly 
competitive state-of-the-art i-vector baseline system, 

 It also presents novel an approach that combines DNN and i-vector systems by using 
Bottleneck Features. 

 Best system performance is achieved by combining the results from the proposed 
Bottleneck System and the baseline i-vector system. Compared to an state-of-the-art 
i-vector system, the combined system achieves a 45% of relative improvement in both 
EER and Cavg, on 3s and 10s. 

 
Abstract 

In this work, we present a comprehensive study on the use of deep neural networks (DNNs) for 

automatic language identification (LID). Motivated by the recent success of using DNNs in 

acoustic modeling for speech recognition, we adapt DNNs to the problem of identifying the 

language in a given utterance from its short-term acoustic features. We propose two different 

DNN-based approaches. In the first one, the DNN acts as an end-to-end LID classifier, receiving 

as input the speech features and providing as output the estimated probabilities of the target 

languages. In the second approach, the DNN is used to extract bottleneck features that are then 
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