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Abstract—Broadcast audio transcription is still a challenging 

problem because of the complexity of diverse speech and audio 
signals. Audio segmentation, which is an essential module in a 
broadcast audio transcription system, has benefited greatly from 
the development of deep learning theory. However, the need of 
large amounts of labeled training data becomes a bottleneck of 
deep learning-based audio segmentation methods. To tackle this 
problem, an adapted segmentation method is proposed to select 
speech/non-speech segments with high confidence from unlabeled 
training data as complements to the labeled training data. The 
new method relies on GMM-based speech/non-speech models 
trained on an utterance-by-utterance basis. The long-term 
information is used to choose reliable training data for 
speech/non-speech models from the utterances at hand. 
Experimental results show that this data selection method is a 
powerful audio segmentation algorithm of its own. We also 
observed that the deep neural networks trained using data 
selected by this method are superior to those trained with data 
chosen by two comparing methods. Moreover, better performance 
could be obtained by combining the deep learning-based audio 
segmentation method with the adapted data selection method. 
 

Index Terms—deep learning, audio segmentation, voice activity 
detection, long-term information, multi-genre broadcast 
 

I. INTRODUCTION 
utomatic transcription and retrieval for broadcast channel 
[1][2] has become one of the most attractive applications 

in the fields of audio signal processing and recognition. 
However, processing general broadcast audios is still a 
challenging task because of the varieties in terms of the data 
content, channel, and environment. Currently, many 
evaluations, such as multi-genre broadcast (MGB) challenge [3] 
and Albayzin evaluation [4], focus on audio data processing or 
speech recognition under broadcast channels and have attracted 
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wide attentions. The content of broadcast audio is quite rich, 
including speech, music, and different types of noise or sound 
effects. Moreover, the speech data are very complex because of 
various speaking styles, different accents, mixed dialect, or 
with different types of background music or noise. Hence, 
automatic audio segmentation is a necessary front-end 
procedure for broadcast audio processing. 

The purpose of audio segmentation is to split an audio record 
into segments of homogeneous content. Depending on the 
application, the term ‘homogeneous’ can be defined in terms of 
speaker, channel, or audio type. Generally, the first stage of 
audio segmentation is speech/non-speech detection to locate 
regions containing speech signals, which is also referred to as 
voice activity detection (VAD). There may be a further step of 
speaker segmentation/clustering to partition the speech regions 
into speaker-homogeneous segments. In this paper, we focus on 
voice activity detection. 

Voice activity detection is an indispensable module for most 
speech signal related applications, and has a great influence on 
system performances. With the development of the deep 
learning theory, lots of deep neural network (DNN)-based 
VAD methods [5][6][7][8] have been proposed. Due to the 
success of modeling long-term dependences of input signals, 
recurrent neural networks (RNN) [9] and long short-term 
memory (LSTM) [10] recurrent neural networks have also been 
adopted. Convolutional neural network (CNN), known as 
time-delay neural network (TDNN) [11] in speech research, is 
also a widely used model for its advantages of learning 
spatial-temporal connectivity and reducing the number of free 
parameters. 

Comparing with traditional VAD algorithms, deep 
learning-based VAD obtains much higher classification 
accuracies which benefits from not only the non-linear 
discriminative characteristics of algorithm, but also the 
enormous amounts of precisely-labeled training data (at least 
hundred hours of audio data). However, it is still a difficult task 
to collect such a large amount of audio data, not to mention 
labeling them exactly. And this problem partly restricts the 
applicability of deep learning- based VAD. 

In the 2015 MGB challenge task [12], some data selection 
methods had been proposed, for example data selection based 
on light supervised alignments [13] and on phone-level force 
alignments[14][15]. These methods need a pre-trained 
automatic speech recognizer (ASR) which is difficult to be 
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