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The depth map captured from a real scene by the Kinect motion sensor is always influenced by noise and 
other environmental factors. As a result, some depth information is missing from the map. This distortion 
of the depth map directly deteriorates the quality of the virtual viewpoints rendered in 3D video systems. 
We propose a depth map inpainting algorithm based on a sparse distortion model. First, we train the 
sparse distortion model using the distortion and real depth maps to obtain two learning dictionaries: 
one for distortion and one for real depth maps. Second, the sparse coefficients of the distortion and the 
real depth maps are calculated by orthogonal matching pursuit. We obtain the approximate features of 
the distortion from the relationship between the learning dictionary and the sparse coefficients of the 
distortion map. The noisy images are filtered by the joint space structure filter, and the extraction factor 
is obtained from the resulting image by the extraction factor judgment method. Finally, we combine the 
learning dictionary and sparse coefficients from the real depth map with the extraction factor to repair 
the distortion in the depth map. A quality evaluation method is proposed for the original real depth maps 
with missing pixels. The proposed method achieves better results than comparable methods in terms of 
depth inpainting and the subjective quality of the rendered virtual viewpoints.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Currently, 3D video technologies have a wide range of commer-
cial applications, including virtual reality simulations and enter-
tainment. The multiview video plus depth (MVD) format presents 
users with a rich perception of depth [1,2]. Notably, the free view-
point video (FVV) system of this format provides a broader visual 
perspective and richer 3D gradations. This enables users to im-
merse themselves in a multi-angle 3D visual experience [3]. Depth 
camera capturing and software estimation are the two primary 
methods of obtaining depth-related information. Recent techno-
logical advances have seen depth cameras such as Time of Flight 
(TOF) and Microsoft’s Kinect become dynamic tools with a variety 
of applications. TOF cameras [4] are very effective in certain sce-
narios, but the image resolution of these fairly expensive cameras 
is relatively low. In comparison, images captured by the lower-cost 
Kinect [5] have a relatively high resolution. The main advantage 
of using the Kinect is the better alignment of color images and 
depth maps. As the Kinect uses infrared rays to measure distance 
and capture depth information, it is subjected to interference from 
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many environmental factors. Multiple reflections from smooth ob-
jects, refractions from transparent objects, and additional scatter-
ing and occlusions could result in a loss of depth information 
and the occurrence of so-called depth holes. In addition, the noise 
introduced by the non-uniform sensitivities of the optoelectronic 
sensors often leads to inaccuracies in the depth map. Therefore, 
restoring is often required for depth maps.

So far, many methods have been proposed for depth video 
inpainting which can be roughly categorized into two types, 
reconstruction-based methods, and filtering-based methods. The 
reconstructed methods restore depth video by image inpainting 
technique [6]. Many image inpainting methods are proposed and 
applied in many application fields. In geophysical fields, splines 
approximation and finite element method can be used to fit the 
surface with surface patches, varying data, or curve set [7–11]. The 
spline approximation method can also be used for depth image 
inpainting [12–14]. Liu et al. [15] present a new energy minimiza-
tion method to restore the missing regions and remove noise in a 
depth map. Their method using a TV 21 regularization could pre-
serve sharp edges and achieve better inpainting result of depth 
map. In a study reported by Viacheslav et al. [16], the texture and 
structural characteristics of the sample were used to solve partial 
differential equations in order to perform inpainting.

Many depth image techniques belong to the filtering-based 
methods. Camplani et al. [17] proposed a hole filling strategy 
for the depth maps obtained with the Microsoft Kinect device. 
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The depth map is repaired by a joint-bilateral filtering which in-
cludes spatial and temporal information. Telea [18] developed a 
fast marching algorithm (FMM) for image restoration, and Shen et 
al. [19] utilized a joint bilateral filtering method to perform rapid 
inpainting of the depth map. However, their research did not con-
sider the structural information of the corresponding color images. 
The missing edge of depth map could not be perfectively repaired. 
Jonna et al. [20] proposed an optical flow technique to remove 
fences/occlusions from depth maps, but their algorithm was not 
suitable for handling dynamic data associated with rapidly mov-
ing scenes. Bhattacharya et al. [21] used a guided method based 
on texture image edge information to repair distortions and recon-
struct the depth map. However, their method did not account for 
the complexity of the color-texture information. Qi et al. [22] used 
a method of fusing depth and color structure information for depth 
map inpainting. Schmeing et al. [23] utilized color segmentation to 
repair depth map edges, and also introduced an edge evaluation 
model. Although this method utilized texture-color information, 
the algorithm for processing inaccurate depth information was too 
simplistic.

It is a trend that using learning-based method to restore depth 
map. Sparse representation theory has been successfully used 
in images inpainting. Aharon et al. [24] proposed an overcom-
plete dictionary for sparse representation which achieves better 
results. Xie et al. [25] proposed a robust coupled dictionary learn-
ing method with consistency constraints to reconstruct the cor-
responding depth map. In addition to the incorporation of an 
adaptively regularized shock filter to simultaneously reduce jagged 
noise and sharp edges, this method could effectively reduce data 
uncertainty and prevent the dictionary from being overfitted. Fan 
et al. [26] proposed a high-resolution depth map reconstruction 
method using a sparse linear model. Although this method im-
proves the quality of high-resolution images reconstructed from 
low-resolution distorted depth maps, it requires early training of 
high-resolution image characteristics. In addition, the results ob-
tained from training high-resolution noisy images were not ideal.

Although some learning-based approaches have been proposed, 
they are not effective to process high-resolution and noisy depth 
map. Therefore, we developed a depth map inpainting algorithm 
based on a sparse distortion model. The proposed method uses an 
overcomplete dictionary learning method to inpaint depth maps 
containing holes and noise. Although most conventional methods 
are based on color image characteristics, there are occasions where 
the corresponding color images of distorted depth maps are not 
available as a reference. In such cases, the proposed method is very 
effective for depth map inpainting. Our approach can be divided 
into several stages. First, a sparse distortion model is constructed. 
K-means singular value decomposition (K-SVD) is used to train 
the distorted depth map, as well as multiple undistorted depth 
maps. This procedure gives learning dictionaries for the distorted 
depth map and real depth maps. K-SVD is a high-precision training 
method that identifies the sample block based on a relatively small 
number of trained characteristics. Second, an orthogonal matching 
pursuit (OMP) algorithm is used. We use OMP to obtain the sparse 
coding coefficients of the distorted depth map and the undistorted 
depth map. Using the relationship between the learning dictio-
nary and sparse coding coefficients of the distorted depth map, 
we then obtain the approximate depth values and depth map fea-
tures. Subsequently, the joint space structure filter is employed for 
noise reduction, enabling the edge information of the image to be 
preserved. The results are applied to the threshold determination 
method to obtain the extraction factor. Finally, the relationship be-
tween the learning dictionary and sparse coding coefficients of the 
undistorted depth map is used to obtain the undistorted depth 
map features, which are combined with the extraction factor to 
perform the inpainting of the depth map. We also propose a pre-

processing-based evaluation method for examining the quality of 
inpainting in depth maps. Experimental results demonstrate that 
the proposed method achieves improvements in both the subjec-
tive and objective quality of depth map inpainting, as compared to 
a variety of existing methods. Furthermore, the inpainted depth 
maps exhibit improved virtual-viewpoint subjective quality over 
those given by other techniques.

The main contributions of this paper are 1) a depth map in-
painting algorithm which is based on a sparse distortion model, 
and 2) a joint space structure filter which can reduce noise of dis-
torted depth map and improve accuracy of mask extraction.

The remainder of this paper is organized as follows. In Sec-
tion 2, we describe the framework of our depth map inpainting al-
gorithm. Section 3 presents a series of experimental results to eval-
uate the proposed method, and discusses its performance against 
that of other inpainting techniques. Our conclusions are summa-
rized in Section 4.

2. Framework of the depth map inpainting algorithm

The framework of the proposed method is shown in Fig. 1
which E1 and E2 are undistorted and distorted depth maps, Dx
and Dz are undistorted and distorted learning dictionaries, ax
and az are sparse coefficient vectors, and P is extractor factor. 
The method includes three parts, sparse distortion model build-
ing, training, and denoising and reconstruction. In training process, 
K-SVD algorithm is used to implement dictionary training on E1
and E2 to respectively obtain Dx and D z firstly. Then, OMP sparse 
coding algorithm is applied to obtain ax and az . In denoising and 
reconstruction part, D z and az are combined with the joint space 
structure filter to denoise the distorted depth map firstly. Then, the 
results are fed into the extraction factor judgment algorithm to ob-
tain P . Finally, Dx , ax , and P are used to reconstruct the depth 
map.

2.1. Sparse distortion model building and depth map training

The distortion of the depth map can be described using an 
input–output model. A depth map distortion matrix can be ex-
pressed as the summation of the noise matrix and the product of 
the extraction factor matrix and the undistorted depth map matrix, 
i.e.,

Z = P X + v (1)

where Z represents a distorted image, X is the original image, P
is the extraction factor, i.e., hole-mask, and v represents Gaussian 
noise. If Z is known and v can be removed, P can be obtained 
from the specific characteristics of Z and X . Based on the rela-
tionship between Z and P , the model is then possible to obtain 
the repaired depth map, thereby realizing depth map hole fill-
ing and noise removal. Therefore, an adaptive dictionary based 
on the training stage is used to remove noise and inpaint depth 
holes. Let us assume that, in Eq. (1), X ∈ R

n and Z ∈ R
n are the 

original image and the distorted image, respectively, where n rep-
resents the number of pixels. X and Z can be expressed as l linear 
combinations of n-dimensional atoms. Therefore, the entire sparse 
representation can be expressed as:

X = Dxax + εx (2)

Z = Dzaz + εz (3)

where Dx ∈ R
n×l and Dz ∈ R

n×l denote training dictionaries, in 
which column vectors represent dictionary atoms; ax ∈ R

l and 
az ∈ R

l represent sparse coefficient vectors; and εx , εz represent 
errors. When εx and εz are negligible, it is assumed that the esti-
mated training samples can be represented by X E and Z E , which 
can be expressed as:
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