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a b s t r a c t

We investigate the relationship between decentralized fault diagnosis and decentralized control of
discrete event systems under dynamic observations. The key system-theoretic properties that arise in
these problems are those of codiagnosability and coobservability, respectively. It was shown by Wang
et al. (2011) that coobservability is transformable to codiagnosability; however, the transformation for
the other direction has remained an open problem. In this paper, we consider a general language-based
dynamic observations setting and show how the notion of K -codiagnosability can be transformed to
coobservability.When the observation properties are transition-based,we present a new approach for the
verification of transition-based codiagnosability. An upper bound of the diagnosis delay for decentralized
diagnosis under transition-based observations is derived. Moreover, we show that transition-based
[co]diagnosability is transformable to transition-based [co]observability. Our results thereby complement
those in Wang et al. (2011) and provide a thorough characterization of the relationship between the
two notions of codiagnosability and coobservability and their verification. In particular, our results allow
the leveraging of the large existing literature on decentralized control synthesis to solve corresponding
problems of decentralized fault diagnosis.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Control and diagnosis are two important research areas in the
study of Discrete Event Systems (DES). In complex automated
systems, one is interested in designing a supervisor to restrict the
system’s behavior within a desired specification as well as de-
signing a diagnoser in order to detect and isolate potential system
faults. Due to limited sensing capabilities, both problems involve
dealing with partial observation of the system’s behavior. More-
over, many technological systems have decentralized information
structures, thereby necessitating the development of decentralized
control and diagnosis architectures, where a set of supervisors or
diagnosers work as a team to ensure the desired specifications.
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The property of observability arose in the study of the control of
partially observed DES (Cieslak, Desclaux, Fawaz, & Varaiya, 1988;
Lin &Wonham, 1988). It is well known that observability together
with controllability provide the necessary and sufficient conditions
for the existence of a supervisor that achieves a given specifica-
tion. This notion was extended to coobservability for decentralized
control problems, see, e.g., Overkamp and van Schuppen (2000),
Rudie and Willems (1995), Rudie and Wonham (1992), Seatzu,
Silva, and Van Schuppen (2013), Tripakis (2004) and Yoo and Lafor-
tune (2002). Problems of centralized fault diagnosis of DES were
initially studied in Lin (1994) and Sampath, Sengupta, Lafortune,
Sinnamohideen, and Teneketzis (1995) where the notion of diag-
nosabilitywas introduced and characterized. Several future investi-
gations ensued and a large amount of literature has been published
on this topic; the recent survey papers (Zaytoon & Lafortune, 2013;
Zaytoon & Sayed-Mouchaweh, 2012) contain extensive bibliogra-
phies. Problems of decentralized fault diagnosis were initially con-
sidered inDebouk, Lafortune, and Teneketzis (2000),where several
communication protocols were developed. In particular, in Proto-
col 3 of Debouk et al. (2000), all the local agents work indepen-
dently, i.e., there is no communication among them. This protocol
was further investigated in several subsequentworks and the asso-
ciated condition of codiagnosabilitywas characterized and studied;
see, e.g., Moreira, Jesus, and Basilio (2011), Qiu and Kumar (2006)
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andWang, Yoo, and Lafortune (2007). State-based, distributed, and
robust approaches to diagnosis have also been considered; see, e.g.,
Carvalho, Basilio, and Moreira (2012), Hashtrudi Zad, Kwong, and
Wonham (2003), Pencolé and Cordier (2005), Seatzu et al. (2013),
Su and Wonham (2005) and Zaytoon and Lafortune (2013).

All of the above-mentioned works are concerned with the case
of static observations, where the set of observable events is fixed a
priori. In many applications however, communication among dif-
ferent agents (see, e.g., Lin, 2014, Rudie, Lafortune, & Lin, 2003) as
well as dynamic sensor activation (see, e.g., Cassez&Tripakis, 2008,
Sears & Rudie, 2013a,b, Thorsley & Teneketzis, 2007, Wang, Lafor-
tune, Girard, & Lin, 2010,Wang, Lafortune, Lin, & Girard, 2010)may
lead to the case of dynamic observations. In the context of dynamic
observations, the observability properties of an event are not fixed
butmay vary along each system trajectory. InHuang, Rudie, and Lin
(2008), the authors studied the property of coobservability under
dynamic observations. The fault diagnosis problem under dynamic
observations has also been investigated in several works, such as
Cassez and Tripakis (2008) and Thorsley and Teneketzis (2007) for
the centralized case and Wang, Girard, Lafortune, and Lin (2011)
for the decentralized case.

There is a wide literature on the two properties of coobserv-
ability and codiagnosability, due to their importance in solving de-
centralized control anddiagnosis problems, respectively. However,
almost all of the existing literature deals with problems of control
and problems of diagnosis separately. An exception to this is the
work in Wang et al. (2011), where it was shown, for the first time,
how to map coobservability to codiagnosability, in the context of
a language-based model for dynamic observations. This transfor-
mation from coobservability to codiagnosability makes it possible
to leverage existing methodologies for solving (decentralized) di-
agnosis problems to solve (decentralized) control problems. How-
ever, to the best of our knowledge, the reverse transformation,
from codiagnosability to coobservability, has remained an open
problem, as mentioned in the recent survey (Sears & Rudie, 2015).

The contributions of this paper are two-fold. First, we showhow
to transform K-codiagnosability to coobservability under a general
language-based dynamic observations setting. K -codiagnosability
is a strong version of codiagnosability where it is required that any
failure be diagnosed within K steps after its occurrence; in codiag-
nosability, the detection delay has to be finite but no K is specified.
The transformation that we present exploits the fact that both the
problem of K -codiagnosability and the problem of coobservability
can be reduced to a state disambiguation problem. Second, we pro-
vide a newapproach for the verification of transition-based codiag-
nosability. Our method is different from that in Wang et al. (2011)
and adopts the standard verifier approach which is used for static
diagnosis problem in the literature (Jiang, Huang, Chandra, & Ku-
mar, 2001; Qiu & Kumar, 2006;Wang, Yoo et al., 2007; Yoo & Lafor-
tune, 2002). Our approach ends upwith the same complexity as the
approach proposed in Wang et al. (2011); however it allows us to
derive an upper bound for the maximal delay of diagnosis, which
is not provided in Wang et al. (2011). Moreover, by using the de-
rived upper bound for the maximal diagnosis delay, we show that
transition-based [co]diagnosability is transformable to transition-
based [co]observability. Therefore, the standard notion of diag-
nosability from Sampath et al. (1995) can be transformed to the
standard notion of observability from Lin andWonham (1988). Our
results thereby complement those in Wang et al. (2011) and allow
leveraging the large existing literature on problems of decentral-
ized control to solve problems of decentralized fault diagnosis.

The remaining part of this paper is organized as follows.
Section 2 presents necessary preliminaries and in particular
it reviews the notions of codiagnosability and coobservability.
In Section 3, the transformation from K -codiagnosability to
coobservability under language-based observations is presented.

In Section 4, we present a new approach for the verification of
transition-based codiagnosability, with which an upper bound of
the diagnosis delay for decentralized diagnosis under transition-
based observations is derived. We illustrate the application of
the transformation algorithm of Section 3 to sensor activation
problems in Section 5. Finally, we conclude the paper in Section 6.
Preliminary and partial versions of some of the results in Sections 3
and 5 are presented in Yin and Lafortune (2015).

2. Preliminaries

2.1. System model

We assume basic knowledge of DES and common notations
(see, e.g., Cassandras & Lafortune, 2008). A DES is modeled as a
deterministic finite-state automaton G = (XG, EG, δG, xG0), where
XG is the finite set of states, EG is the finite set of events, δG

:

XG
×EG
→ XG is the partial transition function where δG(x, e) = y

means that there is a transition labeled by event e from state x to
state y, and xG0 ∈ XG is the initial state. Function δG is extended
to XG

× EG∗ in the usual way. The behavior generated by G is
described by L(G) = {s ∈ EG∗

: δG(xG0 , s)!}, where ! means ‘‘is
defined’’. The set of transitions TR(G) of G is defined by TR(G) :=
{(x, e) ∈ XG

× EG
: δG(x, e)!}. The prefix-closure of a language L is

L = {s ∈ EG∗
: (∃t ∈ EG∗)[st ∈ L]}. We use notation | · | to denote

the length of a string.
In both control and diagnosis problems, there are some local

agents monitoring the plant based on their own observations.
Here, we assume that there are n local agents and we denote
by I = {1, . . . , n} the index set of the local agents. In most of
the existing literature, the observation properties of events are
specified by natural projection operations, i.e., for each agent i ∈ I,
the set of observable events Eo,i ⊂ EG is fixed a priori. We denote
by Eo = ∪i∈I Eo,i the total set of observable events. However,
in many situations, the observable events may not be fixed. For
instance, communication between agents may lead to an event
being observed onoccurrence of one transition but not observed on
occurrence of a different transition. Also, under energy, bandwidth,
or security constraints, a local agent may choose to enable/disable
sensors dynamically based on its observation history; this also
leads to dynamic observations. Thus, in a more general setting,
we specify the observations of each agent i ∈ I by the mapping
ωi : L(G) → 2Eo,i . Given an observation mapping, ωi, i ∈ I, we
define the projection Pωi : L(G)→ E∗o,i recursively as follows:

Pωi(ϵ) = ϵ, Pωi(sσ) =


Pωi(s)σ if σ ∈ ωi(s)
Pωi(s) if σ ∉ ωi(s).

(1)

The inverse of Pωi , denoted by P−1ωi
, is defined as P−1ωi

: Eo∗ → 2EG
∗

with P−1ωi
(s) := {t ∈ EG∗

: Pωi(t) = s}. The projection Pωi

and its inverse P−1ωi
are extended to languages in the usual way.

Clearly, if the set of observable events is fixed in the sense that
∀s ∈ L(G), ωi(s) = Eo,i, then the projection Pωi reduces to the
standard natural projection.

The abovedefinition of observationmapping is language-based;
as such, itmay require infinitememory to realize. In practice, one is
often interested in studying a particular type of dynamic observa-
tion, namely, transition-based dynamic observation. Formally, for
each agent i ∈ I, we say that an observationmappingωi : L(G)→
2Eo,i is transition-based if

(∀s, t ∈ L(G))[δG(xG0 , s) = δG(xG0 , t)⇒ ωi(s) = ωi(t)]. (2)

Thus, a transition-based observation mapping ωi can also be de-
scribed by a set of observable transitions Ωi ⊆ TR(G) defined by
Ωi := {(x, e) ∈ TR(G) : ∃s ∈ L(G) s.t. δG(xG0 , s) = x ∧ e ∈ ωi(s)}.
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