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a b s t r a c t

This technical communique represents a generalization of the convergence analysis for the consensus
algorithmproposed in Priolo et al. (2014). Although the consensuswas reached for any strongly connected
weighted digraphs (SCWD), the convergence analysis provided in Priolo et al. (2014) was only valid for
diagonalizable matrices encoding a SCWD. The result we present here generalizes the previous one to all
possible matrices encoding a SCWD that can be used in the algorithm.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

The problem of distributed average consensus over strongly
connected weighted digraphs has received a lot of attention over
the past few years. While this problem is well known to be
solved for undirected graphs (see Mesbahi & Egerstedt, 2010
and references therein), solutions are largely unknown for the
remaining cases when graphs are not balanced. This implies that,
even when a standard linear iteration will reach consensus, the
final value will be some weighted combination of the initial
conditions, different to the average. Although reaching a consensus
to a certain value might suffice in several application scenarios,
such as in the context of multi-robot systems, e.g., consensus-
based formation control or rendez-vous, reaching the average of
the initial conditions is mandatory in some specific scenarios,
such as in the context of maximum likelihood estimation in Xiao,
Boyd, and Lall (2005), or clock synchronization, e.g., Carli, Chiuso,
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Schenato, and Zampieri (2011) and He, Cheng, Shi, and Chen
(2013); He, Cheng, Shi, Chen, and Sun (2014). Thus, the design of
a distributed algorithm for reaching the average consensus over
SCWD is certainly of interest.

Some approaches dealingwith this problempresent distributed
algorithms that generate a weight-balanced matrix, Dominguez-
Garcia and Hadjicostis (2011) and Gharesifard and Cortés (2012).
Once thismatrix is available, a standard linear iteration reaches the
average of the initial conditions in the same way as for undirected
graphs.

Other methods are based on the introduction of correction
terms, e.g., Cai and Ishii (2012) and Priolo, Gasparri, Montijano,
and Sagues (2014), that compensate for the errors that the linear
iteration introduces in the computation of the consensus. Themain
contribution of the algorithm in Priolo et al. (2014) was lifting the
requirement of the out-neighborhood knowledge for the different
agents, making the approach suitable for an implementation based
on a pure broadcast communication scheme.

In Priolo et al. (2014), the convergence of the algorithm was
proved by following the approach used in Montijano, Montijano,
and Sagues (2013) for which the weight matrix must be diagonal-
izable. In this technical communique we extend the convergence
analysis to the general case of any row stochastic matrix encoding
a SCWD.

2. Algorithm overview

Consider a set of n agents with some initial values x(0) =

[x1(0) x2(0) . . . xn(0)]T ∈ Rn, with average equal toµ, and interac-
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tions between them defined according to a SCWD, encoded by the
matrix C. This matrix is defined to be row stochastic (all its rows
sum 1), which implies that has one eigenvalue λ1 = 1 with multi-
plicity equal to one, and right and left eigenvectors equal to 1 and
w respectively, i.e., C1 = 1 and wTC = wT . The modulus of the
remaining eigenvalues of C is strictly less than one, |λi| < 1, for all
i ≠ 1.

The distributed algorithm to reach average consensus over a
SCWD is

x(k + 1) = C

x(k) + ϵ(k)


, (1)

with x(k) = [x1(k) x2(k) . . . xn(k)]T the current estimations of the
agents and ϵ(k) ∈ Rn the iterative correction term to reach the
average. The individual components of this last vector are

ϵi(k) = Γ̃i(k) − Γ̃i(k − 1), (2)

with

Γ̃i(k) = xi(0)


1
n δii(k)

− 1


. (3)

The terms δii(k) represent the estimation of the ith component
of the left eigenvector, w, associated to λ1. The computation of
these elements follows the approach in Qu, Li, and Lewis (2012).
Each agent handles a vector δi(k) = [δi1(k) . . . δin(k)]T with initial
values δij(0) = 1 if i = j, and 0 otherwise. The successive values
of the vector are computed as δij(k + 1) =


p∈Ni∪{i} Cipδpj(k).

Defining ∆(k) = [δ1(k), . . . , δn(k)]T , the previous update can be
put in vectorial form using another linear iteration on the matrix
C, ∆(k + 1) = C ∆(k).

Denote

ϕ(k) = x(k) − µ1, (4)

the disagreement vector of the current estimation with respect to
the average of the initial conditions, µ = x(0)T1/N . Assuming the
weightmatrix is diagonalizable, the norm of this vector is bounded
by

∥ϕ(k)∥ ≤ χ1 k|λ2|
k
+ χ2|λ2|

k, (5)

with χ1, χ2 ∈ R two positive constant values and λ2 the second
largest eigenvalue of C, see Proposition 3 in Priolo et al. (2014). In
the following,we generalize the result to any row stochasticmatrix
encoding a SCWD.

3. Convergence analysis

Let us suppose that the matrix C has M ≤ N distinct eigenval-
ues, denoted by λi, i = 1, . . . ,M . Without loss of generality, let
w be chosen in such a way that wT1 = 1. The rest of eigenvalues,
sorted in modulus, satisfy that |λi| < 1, i = 2, . . . ,N . For each
eigenvalue λi, we denote by ai and gi its algebraic and geometric
multiplicity and we define di = ai − gi ≥ 0 as their difference.
Additionally, we let

dmax = max
i

di. (6)

The main result of this technical communique is the following.

Proposition 1. Let us assume the multi-agent system applies the
consensus algorithm given in Eq. (1). Then, the disagreement vector
ϕ(k) in Eq. (4) can be bounded as

∥ϕ(k)∥ < χ1 k2dmax+1
|λ2|

k−2dmax + χ2kdmax
λ2

k−dmax
, (7)

with ∥·∥ the Euclidean norm, dmax defined in (6) and χ1, χ2 ∈ R two
positive constant values.

The rest of the section is devoted to the demonstration of
Proposition 1. We begin by introducing several lemmas that
provide intermediate bounds. First of all, we provide a bound
for the disagreement vector of a linear iteration with respect to
the weighted average of the initial conditions given by the left
eigenvector.

Lemma 3.1. Given a vector x ∈ Rn, for all k ∈ N, it holds that

∥Ckx − wTx1∥ ≤ χkdmax |λ2|
k−dmax , (8)

with χ a constant scalar.

Proof. Let Q = C − 1wT , whose eigenvalues are λ1 = 0, with
w and 1 its corresponding left and right eigenvectors respectively,
while the rest of eigenvalues and eigenvectors are the same as for
C. Using the following properties

CkwTx

1 =


wTx


1,

1wT (x − wTx1) = 0,

we can see that

Ck(x − wTx1) = Qk(x − wTx1), (9)

for all k ∈ N, and therefore

∥Ckx − wTx1∥ =
Qk 

x − wTx1


≤ ∥Qk
∥ ∥x − wTx1∥. (10)

In order to bound ∥Qk
∥, we use the Jordan decomposition

Q = PJP −1, (11)

with J the Jordan matrix, Gantmacher (1990). This matrix is
block-diagonal, containing M different blocks, denoted by Ji, i =

1, . . . ,M . Each of this blocks can be expressed by the sum

Ji = λiIai + Ri, (12)

with Iai the identity matrix of dimension ai and Ri a matrix with
all zeros and, if di > 0, some ones in the elements of the upper-
diagonal above the main diagonal.

The powers of Q are equal to Qk
= PJkP −1. Since J is block

diagonal, we analyze the powers of a particular block. Using (12)
and the fact that Rd

i = 0 for all d > di, the powers of Ji can be
expressed as a sum with the Newton binomial

Jk
i =

k
d=0


k
d


λk−d
i Rd

i =

di
d=0


k
d


λk−d
i Rd

i . (13)

Bounding all the binomial numbers by kdi , and noting that ∥Rd
i ∥ ≤

1 for all d ≤ di we have

∥Jk
i ∥ < (di + 1)kdi |λi|

k−di . (14)

Recalling that dmax = maxi di and bounding the powers of the
eigenvalues by the power of the largest eigenvalue among them,
|λ2|

k−di < 1, it follows

∥Jk
∥ < (dmax + 1)kdmax |λ2|

k−dmax . (15)

Replacing in (11)

∥Qk
∥ = ∥PJkP −1

∥ ≤ ∥P∥ ∥Jk
∥ ∥P −1

∥

< γ1(dmax + 1)kdmax |λ2|
k−dmax , (16)

with γ1 = ∥P∥ ∥P −1
∥ a constant. Thus, denoting

χ = γ1(dmax + 1)∥x − wTx1∥, (17)

the bound in (8) follows. �
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