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Given the advancements in modern technological capabilities, having an integrated health
management and diagnostic strategy becomes an important part of a system’s operational
life-cycle. This is because it can be used to detect anomalies, analyse failures and predict
the future state based on up-to-date information. By utilising condition data and on-site
feedback, data models can be trained using machine learning and statistical concepts.
Once trained, the logic for data processing can be embedded on on-board controllers whilst
enabling real-time health assessment and analysis. However, this integration inevitably
faces several difficulties and challenges for the community; indicating the need for novel
approaches to address this vexing issue. Deep learning has gained increasing attention
due to its potential advantages with data classification and feature extraction problems.
It is an evolving research area with diverse application domains and hence its use for sys-
tem health management applications must been researched if it can be used to increase
overall system resilience or potential cost benefits for maintenance, repair, and overhaul
activities. This article presents a systematic review of artificial intelligence based system
health management with an emphasis on recent trends of deep learning within the field.
Various architectures and related theories are discussed to clarify its potential. Based on
the reviewed work, deep learning demonstrates plausible benefits for fault diagnosis and
prognostics. However, there are a number of limitations that hinder its widespread adop-
tion and require further development. Attention is paid to overcoming these challenges,
with future opportunities being enumerated.
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1. Introduction

Health management is described as the process of diagnosing and preventing system failures, whilst predicting the reli-
ability and remaining useful life (RUL) of its components [1]. The past few decades have experienced a proliferation of sys-
tem health management research to help with all kinds of failures occurring at component level and up to the systems level
[2] and Lee et al. [3]. However, even though these concepts have been studied extensively [4,5], most methods often require
triggering mechanisms that are intelligent enough to collect enough data about the failing component, the nature of the
fault, and its severity on the overall system performance. Consequently, efforts are being concentrated on the integration
of anomaly, diagnostic and prognostic technologies across systems and related platforms. Such capability to predict and iso-
late impending failures can help maintain system performance in a cost-effective manner; whilst identifying ongoing issues
to mitigate potential risks. Another consequence is the increase in the amount of data collection as an essential component in
modern engineering systems. Compared to the typical top-down approaches’, data-driven methods offer a new paradigm of
bottom-up solutions for health management of system failures and prediction. This has made data analytics within diagnostic
technologies a high priority research topic.

As the aerospace industry continuously strives to improve its performance?; operational pressures expect to reduce the
time required for any diagnostic investigations. Here, there is value of having many data collection sources that can be used
to provide rich information, e.g. operating variables, environmental conditions, etc., if a disruption occurs during operation.
However, most often data sources are disparate. With the ever-increasing size of big data produced by modern systems, coupled
with the complexities of contextual components for correlating information; can create barriers that were not anticipated by
design engineers during the design phase of the system life-cycle. This eventually results in higher levels of uncertainty during
the diagnosis process [6]. In this context, novel approaches are required which can configure applications, as well as mecha-
nisms for making better decisions at the system-level. In the nominal environment, such problems warrant advanced capabil-
ities to monitor in-service operations, record and share expert knowledge, and address critical aspects of on-board software. To
address this issue, diagnostic systems based on conventional techniques are being replaced by Al-based ones which can increase
the efficiency of the monitoring technology. Al-based approaches can be categorised into (1) knowledge-driven (knowledge-
based) approaches including expert system and qualitative-reasoning, and (2) data-driven approaches including statistical pro-
cess control, machine learning approach and neural networks®. Fig. 1 illustrates some of the Al approaches that have been used
for system health monitoring applications over the years. One notable development is the application of deep learning. These
architectures aim to model high level representations of data and classify (predict) patterns by stacking multiple layers of infor-
mation processing modules in hierarchical structures. There are advantages of using them, but since it is an evolving research
area, its applicability for diagnostic applications must been researched with an aim to increase overall system resilience or
potential cost benefits for maintenance, repair, and overhaul activities. The computing science communities have accelerated
their research efforts on deep learning in the past few years. However, its knowledge transfer within engineering communities
has been scarce [7].

This article provides an overview of Al techniques and focuses its efforts on the application of deep learning methods that
have been used for system health management. Deep learning has been applied for fault diagnosis and prediction in the past
few years. To date, this expansion has extended from mechanical equipment monitoring to electrical systems, power instal-
lations and aerospace disciplines. This includes solutions on electromechanical equipment fault diagnosis, classifying degra-
dation and pattern recognition, and predicting of RUL of components. The presented state-of-the-art is a synthesis of articles
that have been reviewed during an ongoing research project on the application of deep learning. The authors have adopted a
pragmatic approach and concentrated their efforts on the system health management discipline; rather than providing a
comprehensive survey on deep learning. Fortunately, there are other much detailed literature publications that have carried
out rigorous reviews on deep learning with the commuting science community (e.g. see [8], LeCun et al. [9], Schmidhuber

! These are traditional physics based models whose realisation is often obfuscated by noisy environments and system complexities.

2 By delivering more reliable assets, with a higher availability.

3 Some approaches, such as probabilistic reasoning (e.g., Bayesian networks), may belong to both categories, because reasoning and learning cannot be
distinguished. Yet, many of them are dependent on obtaining accurate (and sometimes complete) data on system models.
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