Automatica 54 (2015) 114-123

journal homepage: www.elsevier.com/locate/automatica

Contents lists available at ScienceDirect

Automatica

automatica

Synchronization control in networks with uniform and distributed

phase lag”
M.A. Lohe

@ CrossMark

Centre for Complex Systems and Structure of Matter, Department of Physics, The University of Adelaide, South Australia 5005, Australia

ARTICLE INFO ABSTRACT

Article history:

Received 23 March 2014

Received in revised form

11 September 2014

Accepted 14 January 2015
Available online 17 February 2015

Keywords:
Synchronization
Phase lag

Time delay

Control parameters
Finite nodes

We show that phase lag angles in oscillator networks can be used to control the frequency of synchronized
oscillations, either to adjust the common frequency to any preset value, within limits, or else to damp
out any highly oscillatory nodes so that the system oscillates almost independently of the phase lag.
We investigate in particular the Sakaguchi-Kuramoto model and a generalization with nonisochronous
oscillations, for globally connected networks, to show that synchronization occurs under a broad set
of conditions for both uniform and distributed phase lag, and find specific formulas for the common
frequency of oscillation. The analysis is valid for any finite number of nodes and for arbitrary distributions
of phase lag angles and local frequencies, and can be extended to systems with time delayed interactions.
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1. Introduction

Synchronization is a widespread phenomenon which occurs in
systems of networked oscillators in a variety of contexts including
physics, biology, ecology and sociology, see for example Arenas,
Diaz-Guilera, Kurths, Moreno, and Zhou (2008) and the recent
survey (Dorfler & Bullo, 2013). Of interest for these applications
are the conditions under which synchronization occurs, such as the
allowed parameter sets and the initial values of the system, the
means by which synchronization can be controlled, whether the
common frequency can be varied, and any factors which prevent
the onset of synchronization.

The Kuramoto model (Kuramoto, 1975) has been widely stud-
ied as a model of phase synchronization, displaying the main
properties of synchronization phenomena while also remaining
mathematically tractable. The model consists of a population of
weakly-coupled, nearly identical, interacting limit-cycle oscillators
which, for sufficiently large coupling, freeze into synchrony. For a
detailed discussion see Acebron, Bonilla, Pérez-Vicente, Ritort, and
Spigler (2005) and Arenas et al. (2008), also the introduction in
Schmidt, Papachristodoulou, Miinz, and Allgéwer (2012) and ref-
erences therein.

We investigate here the effects of phase lag in the Kuramoto
and related models, specifically with respect to the onset of
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synchronization, the dependence of the frequency on phase lag
and, more generally, the properties of phase lag as a control
parameter. We analyse in particular the synchronization manifold,
comprising solutions of the form (4) (defined as in Arenas et al.,
2008, Section 4.1), whereas properties of the time-dependent
system such as stability are investigated numerically. The analysis
applies to networks with all-to-all coupling with an arbitrary but
finite number of nodes N, and is valid for any distribution of
natural frequencies and any distribution of phase lag angles. The
restriction to finite N is consistent with the approaches taken in
Aeyels and Rogge (2004), Chopra and Spong (2009) and Schmidt
et al. (2012), rather than the idealized N — oo limit used in De
Smet and Aeyels (2008), Komarov and Pikovsky (2011), Montbrié
and Pazé (2011b), Omel’chenko and Wolfrum (2012), Sakaguchi
and Kuramoto (1986), and Wiesenfeld, Colet, and Strogatz (1998),
for example, often with a Lorentzian distribution of natural
frequencies (Komarov & Pikovsky, 2011; Montbri6 & Pazé, 2011b;
Paz6 & Montbrio, 2011) although, as pointed out in Lafuerza,
Colet, and Toral (2010), this can lead to features which are not
generic. Our analysis applies also to physical systems for which N
is relatively small, as in Nixon et al. (2011) and Nixon et al. (2012).
A general aim of this paper, therefore, is to develop methods of
analysis which apply for any finite N.

Phase lag parameters occur naturally in complex network mod-
els, having been first introduced in the Sakaguchi-Kuramoto (SK)
model (Sakaguchi & Kuramoto, 1986) as a means of modelling
synchronized systems in which the common frequency differs
from the average of the natural frequencies. Phase lag appears in
models of Josephson-junction arrays (Wiesenfeld et al., 1998), in
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nonresonant interactions in ensembles of phase oscillators (Ko-
marov & Pikovsky, 2011), in power network systems with nontriv-
ial transfer conductances (Dorfler & Bullo, 2012, see Eq. (2.8)), in
the study of mechanical rotors or oscillators (Mertens & Weaver,
2011; Uchida & Golestanian, 2010), in the mean-field version of
the complex Ginzburg-Landau equation (Paz6 & Montbrid, 2011),
in the study of contrarian interactions (Louzada, Aratjo, Andrade,
& Herrmann, 2012, see Eq. (4)) and in nonlinear quantum networks
with interacting qubits (Lohe, 2010, see the Hamiltonian equa-
tion (15) where « + g is real). Phase lag models are ideal for the
study of various synchronization characteristics since the angles
can, in particular, behave as control parameters which enable the
synchronized system to be tuned to any preset frequency, or else
be distributed in such a way as to prevent synchronization occur-
ring at all. Phase lag is equivalent in synchronized systems to time
delayed couplings, which occur in biological and other systems,
see for example Ares, Morelli, J6rg, Oates, and Jiilicher (2012) and
Nixon et al. (2012), and so the properties we discuss are relevant
to systems with uniform or distributed time delayed interactions.
Time delay can also act as a control parameter in order to adjust
the frequency of the synchronized system.

We analyse generalizations of the SK model for both uni-
form and distributed phase lag, and also a model incorporat-
ing nonisochronous oscillations with phase lag (Montbri6é & Pazo,
2011b). For uniform angles o we obtain an exact frequency formula
(Eq. (10)) which shows that the frequency £2 of the phase-locked
synchronized system can be adjusted to any value, within preset
limits, by varying «, regardless of the fixed natural frequencies w;.
This property is maintained for distributed phase lag. For the model
with nonisochronous oscillations, by contrast, phase lag damps out
highly oscillatory nodes, so that the system synchronizes to a fre-
quency which is almost independent of the phase lag.

In Section 2 we discuss the range of models under considera-
tion, including the SK and nonisochronous models with distributed
coupling constants of variable sign, and time-delayed interactions.
In Section 3 we discuss the SK model in detail, in particular we anal-
yse the synchronization manifold, proving that solutions always
exist for sufficiently large couplings « and arbitrary distributions
of frequencies w;, for all o« with cosa > 0, with some mild as-
sumptions. We describe the numerical procedures used to deduce
time-dependent properties of the system, such as the stability of
the synchronized solutions, and also to verify the analytic results.
We discuss the extension of these results to time-delayed systems
in Section 3.5, and also to nonisochronous oscillations with uni-
form phase lag in Section 3.6. In Section 4 we consider the general
case of distributed phase lag angles «;, finding a simple condition
which must be satisfied for synchronization to occur. Section 5 con-
tains brief concluding remarks.

2. Generalized Kuramoto systems with phase lag

We consider a system of N oscillators with variables 6;(t)
defined by the N equations (i € Ny := {1, ..., N}):

N
. K; X
9i=ui+ﬁ‘;sm(9j—@—ai>, (1)

where «; are phase lag angles and v;, the local frequency of the ith
oscillator, can depend on «; and «;. The couplings «; appear in var-
ious models and applications (Dorfler & Bullo, 2012; Lin, Francis,
& Maggiore, 2007; Simpson-Porco, Dorfler, & Bullo, 2013), and are
usually positive but can also take negative values as discussed in
Hong and Strogatz (2011). The sum over j in (1) includes the term
j = i, which in effect adds —«; sin¢;/N to v;, although this addi-
tional term is small for large N.

One could also include time delayed couplings as in Ares et al.
(2012), Schmidt et al. (2012) and Yeung and Strogatz (1999) for ex-
ample, where the interactions occur through the difference 6;(t —

7j) — 0;(t), where 7; is a distributed time delay. For synchronized
solutions, however, this is equivalent to phase lag in the sense that
for solutions of the form (4) we have

it — 1) — 6i(t) = ¢j(t) — Pi(t) — i, (2)
where oj = £27; and ¢;(t) = 6;(t) — o, i.e. a time delay 7; has the
same effect in the synchronized system as a phase lag «;, for fixed
2.

2.1. Two specific models

We consider two special cases of (1), firstly, the SK model (Sak-
aguchi & Kuramoto, 1986) for which x; = « is uniform across the
network, and the natural frequencies v; are independent of «; sec-
ondly, a model with nonisochronicity (Montbrié & Pazo, 2011a,b;
Paz6é & Montbrio, 2011), derived from a mean-field version of the
complex Ginzburg-Landau equation, for which

K

v —> V; + K tan o, Ki = , (3)
COS

where cosa; # 0. This model is invariant under o; — o; + 7
and so, without loss of generality and unlike the SK model, we may
assume that |«;| < /2 for all i. If the phase lag is uniform, then
properties of this model follow from those of the SK model, as out-
lined in Section 3.6. In both cases « is a scale parameter and so can
be regarded conveniently as a measure of the spread of the fre-
quencies v;. We therefore choose v; to be of order unity and allow
Kk to take any positive value. Although previous work has been re-
stricted to the large N limit, as referenced above, significant results
have been derived for finite N systems (De Smet & Aeyels, 2007) for
partially synchronized systems, and also in Schmidt et al. (2012)
where time-delayed models are investigated for finite N.

2.2. Phase-locked synchronization

We investigate phase-locked synchronization in which all oscil-
lators are locked to a common frequency £2, referred to as frequency
synchronization in Schmidt et al. (2012, Definition 3.1), which im-
plies that there exists a frequency £2 and angles 9,-0 such that
lim_, o0 6i(t) — 2t = 9:‘0' Vi € Ny. We therefore look for parameter
values for which solutions to (1) exist in the form

6i(t) = 2t +67. (4)
For any set of functions 6;(t) define the order parameter r(t) by

N
Z elfi (D)
i=1

For the solutions (4), attained asymptotically, r(t) is constant and
so we define ro, = lim;_, o r(t), provided the limit exists. In this
case there is an angle ¥ such that

. 1.
reee?’ = N Ze‘eio, (6)
i=1

with 0 < ry < 1. The well-known parameter r., was introduced
in Kuramoto (1984) and has properties which are discussed in Dor-
fler and Bullo (2013), see Section 3, particularly 3.3; it measures
the phase coherence of the synchronized configuration, for exam-
ple if ro is close to unity then the phases 9,9 are approximately
co-located, i.e. the oscillators move in a “single tight clump”, but if
the oscillators are scattered around the unit circle, then r., is ap-
proximately zero, see Strogatz (2000, Section 3.2).

. (5)

1
r(t) = N

Lemma 2.1. 1o, and $2 are determined (explicitly or implicitly) as
functions of «; by the complex equation

1 N . .. 1 Q_vi
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