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1. Introduction

The role of various models of resource extraction dynamic
games in economics is extensively discussed in a survey article
by Van Long (2011). In this paper, we study a strategic version of
the well-known discrete-time one-sector optimal growth model
(see Bhattacharya & Majumdar, 2007 or Stokey, Lucas, & Prescott,
1989), which plays a principal role in economic dynamics, in par-
ticular, in macroeconomics and in resource economics. In princi-
ple, it can be described as follows. There are two agents who jointly
own natural resource and who consume some amount of the avail-
able stock at each stage in order to maximise their individual dis-
counted sum of utilities. The transition law of the next state evolves
according to the equation s;1q1 = p(ss —a; — b)) (t = 0,1,...),
where s; is the stock level, a; and b, are the consumption levels of
players 1 and 2 at time ¢ and p(-) is a natural growth law or pro-
duction function mapping investments into the next stock. With-
out any extraction capacities this is a generalised game, in which
the two simultaneous actions at time t are jointly constrained in a
natural way by a; + by < s¢, a; > 0, by > 0. The seminal model
of Levhari and Mirman (1980) is concerned with a specific version
of the aforementioned model with the logarithmic one-period util-
ity functions for both players and production function p(s;) = sf,
o € (0,1).

* This work was supported by the National Science Center under grant DEC-
2011/03/B/ST1/00325. The material in this paper was not presented at any
conference. This paper was recommended for publication in revised form by Editor
Ber¢ Riistem.

E-mail addresses: Anna.Jaskiewicz@pwr.edu.pl (A. Jaskiewicz),
A.Nowak@wmie.uz.zgora.pl (A.S. Nowak).

http://dx.doi.org/10.1016/j.automatica.2015.01.028
0005-1098/© 2015 Elsevier Ltd. All rights reserved.

The model of Levhari and Mirman (1980) has been studied
in more complex resource games. For instance, Sundaram (1989)
proved under the symmetry assumption on the payoff structure
that the game admits a stationary Markov perfect equilibrium in
non-randomised Markov strategies. His result was later extended
to stochastic games of resource extraction by Dutta and Sundaram
(1992)and Majumdar and Sundaram (1988). It is worthy to empha-
sise that Majumdar and Sundaram (1988) considered only atom-
less transitions, whereas Dutta and Sundaram (1992) dealt with a
pretty general stochastic model that included deterministic transi-
tions as a special case. However, there is one serious limitation of
the approaches used in the aforementioned works. Namely, Dutta
and Sundaram (1992)and Majumdar and Sundaram (1988) assume
that the players have the same utility functions or, in other words,
the identical preferences. Such games are called symmetric. With-
out this symmetry condition the problem of proving existence of a
Nash equilibrium in a general stochastic game of resource extrac-
tion becomes very difficult, because the state space is uncountable
and the parts of discounted utilities involving expectations with
respect to the transitions probabilities are not concave in actions.
The methods used by Dutta and Sundaram (1992), Majumdar and
Sundaram (1988) or Sundaram (1989) in the symmetric case do
not work in a general set-up, when the symmetry assumption is
dropped.

The stochastic games of resource extraction without the sym-
metry condition were examined by Amir (1996a), who considered
so-called “convex transitions”. More precisely, he assumed that the
conditional cumulative distribution function induced by the tran-
sition probability is convex with respect to investments. Using cer-
tain ideas from lattice programming (see Topkis, 1978) he proved
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the existence of pure stationary Markov perfect equilibria in the
class of Lipschitz continuous strategies. His assertions are pretty
strong (e.g., Lipschitz continuity of equilibria, monotonicity of the
equilibrium payoffs in the state variable), but the convexity as-
sumption imposed on the transition functions is very restrictive. To
the best of our knowledge, there are only two examples in the liter-
ature that satisfy Amir’s convexity conditions and they hold rather
uncommon properties. One example concerns the class of transi-
tions that are convex combinations of some probability measures
on the state space with coefficients depending on investments. This
class was also considered in Nowak (2003) or in Balbus and Nowak
(2008). However, as we argue in Section 3, this type of transition
probabilities makes sense only in the bounded state space case.
A careful analysis of various examples suggests that the convex-
ity assumption made by Amir (1996a,b) is, in fact, satisfied very
rarely. Usually, the cumulative distribution induced by the transi-
tion probability is neither convex nor concave with respect to in-
vestments. A further discussion is provided in Remarks 7 and 8 in
Section 3, where we also show that from an application point of
view transition functions being a convex combination of stochastic
kernels depending on the state variable are more desirable. The co-
efficients of the combination, as in the previous works, can depend
on joint investments of the players. This type of transitions was in-
troduced in Balbus and Nowak (2004) to study symmetric games
of resource extraction and discussed in examples given by Horst
(2005), but in a different context of dynamic stochastic production
games. The assumptions made in this paper enable us to prove the
existence of pure stationary Markov perfect equilibria in a certain
class of stochastic games of resource extraction with (typical in the
theory of economic growth) unbounded concave utility functions
for the players. All previous considerations have been devoted only
to the bounded utility case. The games that we deal with do not
usually belong to the class of supermodular stochastic games in
the sense of Curtat (1996). Unlike Amir (1996a), we are not able
to apply the techniques of lattice programming given by Curtat
(1996), Milgrom and Roberts (1990) and Topkis (1978). Moreover,
the comparative statics or monotonicity results provided by Mil-
grom and Roberts (1990) for static games are not useful within our
framework, since the transition functions can be neither convex in
the sense of Amir (1996a) nor supermodular in the sense of Curtat
(1996). On the other hand, our assumption on the transition prob-
ability function seems to be more natural in some models. The de-
scriptions of two game models with the proofs of the existence of
pure stationary Markov equilibria are given in Section 2. Section 3
contains a detailed discussion of our assumptions and earlier works
in this area.

2. The models and main results
2.1. Model I

Let N be the set of positive integers and R be the set of all real
numbers. We consider an m-person discounted stochastic game for
which:

(i) S = (0, M) with 0 < M < oo is the state space.

(ii) Ax(s) = [0, bi(s)] is the set of actions available to player k in
state s € S. For each k, the function b, : S — S is continuous
and increasing. Moreover, Zf;l by(s) < sforalls € S.For any

s € S, define
A(S) = A1(S) X - -+ X Ap(S)
and

D:={(s,a):s €S, aecA()}.

(iii) ur : [0,M) — R is a non-negative increasing twice dif-
ferentiable utility function u; for player k is such that u
(0) = 0. We assume thatu; < 0.

(iv) Forany s € S and a € A(S), p(:|s, a) is a probability measure
onS.Fora = (ay,...,ay) € A(s), wedefine o (a) .= Z,’:;] a
and assume that there are transition probabilities q; and g,
from S to S such that

o(a) s—o(a)

p(ls, @) = ——q1(:|s) + ———q2([9). (1)
N N

Moreover, each g; is dominated by a o-finite measure u
defined on S, i.e., for any Borel set B C S andi = 1, 2, we have

qi(Bls) = fpi(s,s/)u(ds/),
B

where p;(s, -) is the Radon-Nikodym derivative for g;(-|s) with
respect to . In addition, there exists a continuous function
w : [0,M) — [1,+400) such that u(s) < w(s) foralls e
[0, M), k € {1, ..., m}and there exists a constant « such that

/w(s’)qi(ds’|s) <aw(s) fori=1,2 (2)
s

andaf <1, B €(0,1).
(v) B is adiscount coefficient.
(vi) Fori =1, 2, we suppose that if s, — s, then

/ (50 8) — pi(s0. ) w(H(ds) — 0. 3)
S

The above components are used to define a discrete-time dy-
namic game in which the economic interaction may be described
as follows: m players jointly own a single good or productive as-
set characterised by a stochastic production function. In each pe-
riod they observe a state s € S and simultaneously choose their
actions (ay, ..., an) € A(s) that yield the utility vector u(a) =
(ur(ay), ..., un(ay)). A new state s’ is realised from the distribu-
tion p(-|s, a) and new period begins with utilities discounted by 8.

Observe that by (ii) the stock cannot be driven to 0 by exhaus-
tive consumption by the players. Hence, the game will effectively
last forever. Such an assumption of non-exhaustive capacities has
previously been made in the literature, see the comment on p. 117
in Amir (1996a). Here we would like to mention that our model
can be extended to the state space S = [0, M). Then, we may al-
low to have that > ', bi(s) < s. The transition probability can
be defined as follows: it is same as in (1) for s € (0, M) and
p(-10, (0, ...,0)) = ado(-) + (1 — ag)u(-) for some g € (0, 1)
and a probability measure x on (0, M). By §; we denote the Dirac
measure concentrated at 0. In this context, there is a positive prob-
ability of leaving state O (see footnote 27 in Balbus, Reffett, &
Wozny, 2013b, where such a model is commented).

A strategy for a player is a sequence of Borel measurable map-
pings from the history space to the space of actions available to
her/him. The set of strategies for player k is denoted by IT; and its
generic element by 7. Let F;, be the set of all Borel measurable func-
tions f, : S +— [0, M) such that fi(s) € Ax(s) for each s € S. A sta-
tionary Markov strategy for player k is a constant sequence (7t )¢en
where 7, = f for some f, € Fy and for all t € N. Hence, a station-
ary Markov strategy for player k can be identified with the Borel
measurable mapping fi, € F,. We put F = F; x --- X Fy. For any
7w = (my,...,Ty) € [Ty X---x Ty, aninitial states € Sandt € N,
by u,(f) (r)(s) we denote the expected utility for player k in the t-th
period of the game. The expected discounted utility for player k is

Uils, ) = Y B ' () ().
t=1
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