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Highlights

• A general class of rectified sparsity promoting priors is presented

• A class of simple, low-complexity multiplicative update rules is proposed

• A monotonicity guarantee for the proposed multiplicative update rules is
provided

• A convergence guarantee for the proposed class of S-NNLS/S-NMF algo-
rithms is given
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