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Highlights

• A novel sub-gradient assumption is proposed

• New convergence and steady-state performance is been proved.

• Multiple examples with this new assumption has been investigated
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