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the distance within the heterogeneous pairs (intra-pair) of the new latent space. However, the re-
lationship among these multi-modal pairs (inter-pair) are neglected, which are beneficial to eliminate
the heterogeneity. In this paper, we propose a novel algorithm based on canonical correlation analysis by
Keywords: considering the high-order relationship among pairs (HCCA) for cross-modal retrieval. Supervised with
Cross-modal retrieval ) additional semantic labels and unsupervised without semantic labels are simultaneously considered by
?grtreerlc;gtie::?:asr:ilﬁg—order preserving treating the intra- and inter-pair correlation discriminatively. Moreover, kernel tricks are also performed

on HCCA to learn a non-linear projection, termed HKCCA. Extensive experiments conducted on three

Kernel public datasets demonstrate the superiority of the proposed methods compared with the state-of-the-art

approaches in cross modal retrieval.
© 2016 Elsevier B.V. All rights reserved.

Contents

B OO Vo o Ta LT (o o I P 250
2. Related WOTK . . .t 251
2.1, Cross-modal TEITIBVAL . . . ..o .ot e e e e e e e e 251
2.2, Hypergraph embedding. . . ... ..ottt e e e 252
3. Correlation learning with heterogeneous high-order preserving . ... ... ... ...ttt ittt e et ettt et ettt et e e 252
3.1, INtra-pair COTTElAtiON. . . . .ottt ettt ettt e e e e e 252
3.2, INEer-Pair COTTEIAtION . . . . .ottt e e ettt e et et e et ettt e e e e e 253
3.3.  Cross-modal correlation [@arning . . . ... ...ttt et et e e e e e e 253
34, Kernel eXTeMSION . . ..ttt ettt et ettt e e e e e e e e e e e e e e e e e e e e e e e 254
3.5, Hypergraph CONSIIUCHION. . . . o .t ittt ettt et et et e e e e e e e e e et et e e et et et e e e e ettt et aes 254
3.5.1. SUPEIVISEA SCEMATIO. . . o vt vttt et ettt e et e ettt e e e e e et e e et et e e et et e e e e 254
3.5.2. UNSUPETVISEd SCOMATIO. . . . o\ttt ittt ettt e et et et et e et et e e et et e et et ettt et et et 254
S 25 45T w10 0 1<) 01 3 254
L T B - 1 - Tl PPt 254
4.2.  On the comparison of different apProaches. . . ... ... .ttt e et e e e e e e 255
4.3.  On the trade-off between intra- and inter-pair COrrelation. . . . ... ... ..ttt e ittt e ettt e e 257
4.4, On the effect of hyperedge degree . . .. .. ..ottt ettt e ettt e e e e e e e et e e e e 257
4.5.  On the number of SEMANtIC CIUSLETS. . . . . .. vttt et ettt e e e e et e e ettt et e et ettt 257
ST o s el 11 (o o AP 258
ACKNOWIEA Mt . . . o ittt e e e e e e e e e e e 258
Appendix A. Derivation Of HCOCA . ... e it et et ettt e e e e e e e 258

* Corresponding author at: School of Information and Communication Engineering, Beijing University of Posts and Telecommunications, Beijing, China.
E-mail addresses: richiewlq@gmail.com (L. Wang), weichen.sun@hotmail.com (W. Sun), zhaozc@bupt.edu.cn (Z. Zhao), sufei@bupt.edu.cn (F. Su).

http://dx.doi.org/10.1016/].sigpro.2016.08.012
0165-1684/© 2016 Elsevier B.V. All rights reserved.


www.sciencedirect.com/science/journal/01651684
www.elsevier.com/locate/sigpro
http://dx.doi.org/10.1016/j.sigpro.2016.08.012
http://dx.doi.org/10.1016/j.sigpro.2016.08.012
http://dx.doi.org/10.1016/j.sigpro.2016.08.012
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sigpro.2016.08.012&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sigpro.2016.08.012&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sigpro.2016.08.012&domain=pdf
mailto:richiewlq@gmail.com
mailto:weichen.sun@hotmail.com
mailto:zhaozc@bupt.edu.cn
mailto:sufei@bupt.edu.cn
http://dx.doi.org/10.1016/j.sigpro.2016.08.012

250 L. Wang et al. / Signal Processing 131 (2017) 249-260

Appendix B.

ReferenCes . . ..ot e

1. Introduction

Recent years have witnessed the rapid proliferation and
widespread adoption of social media. Usually, these data appear
in the form of multi-modal pairs (e.g., text-image pair, text-video
pair, etc.). Semantic, visual and auditory information are inter-
woven to describe relevant topics or events from different as-
pects. As a result, a flexible way has been brought to users for
information search and knowledge acquisition. Users input
queries for searching complementary information of other het-
erogeneous modalities, the aim of which is to acquire a more
comprehensive understanding about certain topic. Consequently,
it has become a meaningful yet challenging issue to retrieve in-
formation among heterogeneous modalities, which is known as
cross-modal retrieval.

The difficulty for cross-modal retrieval is that we cannot
measure cross-modal distance directly with low-level content
features which are noisy and heterogeneous [1]. A straight way is
to transform the heterogeneous modalities into a shared space,
where the similarities of heterogeneous modalities can be mea-
sured directly. Canonical correlation analysis (CCA) [2] is the most
popular approach, which seeks the optimal basic vectors for two
sets of variables to model the correlation. Based on CCA, many
variants [3-5] are used to perform cross-modal retrieval. Other
algorithms are also proposed to deal with cross-modal problems,
such as partial least square (PLS) [6], Bilinear Model (BLM) [7,8],
etc. Most of them learn the projection by minimizing the distance
of different modalities within the paired samples (intra-pair)
during the training phase (see Fig. 3(a)). However, the relationship
across the paired samples (inter-pair) are neglected. Particularly
for social media (see Fig. 1), the user-contributed tags are in-
complete and not always truthful [9]. The one-to-one alignment in
intra-pair makes the correlation model sensitive to noise [10]. The
many-to-many inter-pair correlation schema is a complement of
intra-pair correlation. Inter-pair correlation enriches the diversity
of paired samples, which enlarges the scale of training samples
indirectly. Existing works (see Fig. 2(b)) [11-14] compensate
the defect of only modeling intra-pair correlation by encoding the

I

intra-modal consistency implicitly. However, intra-modal con-
sistency cannot always guarantee inter-modal consistency. The
different types of modalities in social media complement each
other to express the semantic information. How to construct the
relationship among the multi-modal pairs for correlation learning
is worth pondering. Hypergraph, which describes the relationship
not only between two vertices, but also among three or more
vertices containing local grouping information, has been widely
used to facilitate image retrieval, classification, segmentation, etc.
It should be also helpful to encode the higher-order relations-
hips among multi-modal pairs with a hypergraph for inter-pair
correlation.

Semantic gap is an important ingredient that should be con-
sidered in eliminating the heterogeneity of multi-modalities. In
[15], Zhou et al. proposed a supervised hashing for cross-modal
retrieval by preserving inter-modal similarity. Both intra-pair and
inter-pair correlation are considered simultaneously and equally.
As a result, it achieves satisfactory effects when semantic label
information is known. However, in most cases, semantic label in-
formation is unavailable. In this situation, many other information
should be utilized to construct the relationships among multi-
modal pairs for modeling inter-pair correlation, such as context
information (e.g., temporal or geographic information) or un-
supervised local manifold. Therefore, a scalable algorithm that can
adapt to many situations (both supervised, with semantic labels
and unsupervised, without semantic labels) is desired. However,
the importance of intra-pair and inter-pair correlation needs a
thorough consideration and should not be treated equally in all
cases. Furthermore, due to the complexity of original features,
linear projection may not be adequate for studying correlation
among variables. Detecting nonlinear correlation [3,16-18] among
data should be also considered.

In this paper, an effective approach based on CCA for cross-
modal retrieval is proposed. Different from the view of keeping
intra-modal and inter-modal consistency, our proposed method
models the correlation with the perspective of intra-pair and
inter-pair. The intra-pair and the inter-pair correlation are si-
multaneously modeled for correlation learning. A hypergraph is

sunset, beach, boat, seagull nightfall, sea,harbour, birds

(a)

(b)

Fig. 1. An example of social image. The text of (a) can be used to describe the image of (b), while the text of (b) can also be used to describe the image of (a). They
complement each other. Not only intra-pair but also inter-pair should be considered to narrow the gap of heterogeneous modalities, hence, to improve the adaptability of

learned latent space.
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